1/20

MAG60053 - Computational Linear Algebra
Direct methods for linear system of equations
(To be updated)

M. Rajesh Kannan

Department of Mathematics,
Indian Institute of Technology Kharagpur,
email: rajeshkannan1.m@gmail.com, rajeshkannan@maths.iitkgp.ac.in




Definition
For1 < k< n-—1, letm e R" be a vector with eij: 0 for1 <j<Kk,
meaning that m is of the form

m=(0,0,...,0, Mky1,...,mp)".

An elementary lower triangular matrix is a lower triangular matrix of the
specific form

Lx(m)=1—me] =
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Theorem
An elementary lower triangular matrix L,(m) has the following properties:

Q det Li(m)=1.
Q Li(m) " = L(—m).

@ Multiplying a matrix A with Li(m) from the left leaves the first k rows
unchanged and, starting from row j = k + 1, subtracts the row
mi(aki, - - ., akn) from row j of A.
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Gaussian elimination method

Theorem
Let A € R™*" be a non-singular matrix, and b € R". Set A") = A, b(') = p,
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Gaussian elimination method

Theorem

Let A € R™ " be a non-singular matrix, and b € R". Set A) = A, b(V) = p,
and then iteratively

A = [ AW plktt) — [, pk)

where
Ly = I — mye]
and (k) (k) (k)
— (0.0 0 i1k Aiok a, i
mk - ( 9 YA | 9 (k) b (k) 9 (k))7
Ay Qe Qe

provided af(’,? # 0.
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Gaussian elimination method

Theorem

Let A € R™ " be a non-singular matrix, and b € R". Set A) = A, b(V) = p,
and then iteratively

A = [ AW plktt) — [, pk)

where
Lk =1 — myel
and (k) (k) (k)
— (0.0 0 i1k Aiok a, i
mk - ( 9 YA | 9 (k) b (k) 9 (k))7
Ay Qe Qe

provided af(’,? # 0.

Assuming that, the process does not end prematurely, it stops to the linear
system AW x = b(") where A" s upper triangular, and it has the same
solution as Ax = b.
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LU decomposition
Definition

A matrix L = (I) € R™" s called a normalized lower triangular matrix if [; = O
fori<jandli=1.
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LU decomposition

Definition

A matrix L = (l) € R™" is called a normalized lower triangular matrix if [ = O
fori<jandli=1.

v

Definition
The LU factorization of a matrix A is the decomposition A = LU in to the

product of a normalized lower triangular matrix L, and an upper triangular
matrix U.
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LU decomposition
Definition

A matrix L = (l;) € R™" is called a normalized lower triangular matrix if [; = 0
fori<jandli=1.

v

Definition
The LU factorization of a matrix A is the decomposition A = LU in to the

product of a normalized lower triangular matrix L, and an upper triangular
matrix U.

Theorem
Let Ac R™". Let A, € RP*P be the p-th principal submatrix of A, that is,

a ... Aap

ap‘] . e app

If det(Ap) # 0 for 1 < p < n, then A has an LU factorisation.
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LU decomposition
Definition

A matrix L = (l) € R™" is called a normalized lower triangular matrix if [ = O
fori<jandli=1.

Definition
The LU factorization of a matrix A is the decomposition A = LU in to the

product of a normalized lower triangular matrix L, and an upper triangular
matrix U.

Theorem
Let Ac R™". Let A, € RP*P be the p-th principal submatrix of A, that is,

a ... Aap

ap‘] “e. app

If det(Ap) # 0 for 1 < p < n, then A has an LU factorisation. In particular,
every symmetric, positive definite matrix possesses an LU factorisation.
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Definition
A matrix A is called strictly row diagonally dominant if
n

Z laik| < |ail, 1<i<n.
k=1,k#i

Theorem

A strictly row diagonally dominant matrix A € R"*" js invertible and
possesses an LU factorisation.

Theorem

The set of non-singular (normalised) lower (or upper) triangular matrices is a
group with respect to matrix multiplication.

Theorem
If the invertible matrix A has an LU factorisation then it is unique.
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Remark

If A= LU then the linear system b = Ax = LUx can be solved in two steps.
First, we solve Ly = b by forward substitution and the Ux = y by back
substitution. Both are possible in O(n?) time.

Remark

A numerically reasonable way of calculating the determinant of a matrix is to
first compute the LU factorisation and then use the fact that
det(A) = det(LU) = det(L)det(U) = det(U) = uy1Uoy . . . Unp.

In the case of a tridiagonal matrix, there is an efficient way of constructing the
LU factorisation, at least under certain additional assumptions. Let the
tridiagonal matrix be given by

ay Cq 0
bg a Co

Cn—1
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Theorem
Assume A is a tridiagonal matrix of the form (1) with

lai| > ey >0,
bi| +lcil, b, #0, 2<i<n-—1,

>
> |by| > 0.

Then, A is invertible and has an LU factorisation of the form

1 o[ u o 0
Ao | B e
- - Cn—1
0 ln 1 0 un

The vectors | € R"~' and u € R" can be computed as follows:

uy =ay and Il = and uj=a;— lici_q for 2<i<n.

i—1
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Definition
A permutation matrix P; € R"™" s called an elementary permutation matrix if
it is of the form

Pi=1-(ei—e)(ei—g) .

This means that the matrix Pj is an identity matrix with rows (columns) i and j
exchanged.

Remark
An elementary permutation matrix has the properties

Pl =Pj=Pj=P]

and det(Pj) = —1, for i # j and P; = I. Pre-multiplication of a matrix A by P;
exchanges rows i and j of A. Similarly post-multiplication exchanges columns
i andj of A.
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Theorem

Let A be an n x n matrix. There exists elementary lower triangular matrices
L; = Lij(m;) and elementary permutation matrices P; = P.; with r; > i,
i=1,2,...,n—1, such that

U = Ln_1 Pn_1Ln_2Pn_2 e L2P2L1 P1A

is upper triangular.
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Theorem
Let A be an n x n matrix. There exists elementary lower triangular matrices
L; = Lij(m;) and elementary permutation matrices P; = P.; with r; > i,
i=1,2,...,n—1, such that

U = Ln_1 Pn_1Ln_2Pn_2 e L2P2L1 P1A

is upper triangular.

Theorem

For every non-singular matrix A € R™" there is a permutation matrix P such
that PA possesses an LU factorisation PA = LU.
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Theorem
Let A € R™" be symmetric and positive definite, and let C € R"™ ™. Then,

@ C'AC is positive semidefinite.
© rank(CTAC) = rank(C).
© CTAC is positive definite if and only if rank(C) = m.
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Cholesky decomposition

Definition
A decomposition of a matrix A of the form A = LLT with a lower triangular
matrix L is called a Cholesky factorisation of A.
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Cholesky decomposition

Definition

A decomposition of a matrix A of the form A = LLT with a lower triangular
matrix L is called a Cholesky factorisation of A.

Theorem

Suppose A = AT is positive definite. Then, A possesses a Cholesky
factorisation.
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Cholesky decomposition

Definition

A decomposition of a matrix A of the form A = LLT with a lower triangular
matrix L is called a Cholesky factorisation of A.

Theorem

Suppose A = AT is positive definite. Then, A possesses a Cholesky
factorisation.

Theorem

If A is positive definite, then there exists a unique lower triangular matrix L
such that the diagonal entries of L are positive, and A= LLT.
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Theorem
If Q is an orthogonal matrix, then

Q (Qx,Qy) = (x,y),

Q [ Qx[l2 = ||x|2,

Q [ QAll2 = [|A]l2,

© IfQ and Q, are orthogonal, then so is Q; Qz,
Q Q=105 = 1 = k(Q).
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Givens rotator
A Given rotator (or Jacobi rotators, or plane rotator) is a matrix of the form:

1

cos 6 —sind

sind cosf
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Givens rotator
A Given rotator (or Jacobi rotators, or plane rotator) is a matrix of the form:

1

cos 6 —sind

sind cosf

Theorem
The matrix Q is orthogonal.
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Let x € R” be such that the coordinates x; and x; are non-zero. Then,
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cos f

sin 6

—sinf

cos 6

X1

Xi

Xn

X1

2 1,2
X7+ x;




QR factorisation

Theorem

For every A € R™" m > n, there exists an orthogonal matrix Q € R™™ and
an upper triangular matrix R € R™*" such that A = QR.
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QR factorisation

Theorem

For every A € R™", m > n, there exists an orthogonal matrix Q € R™™ and
an upper triangular matrix R € R™*" such that A = QR.

v

Theorem

The factorisation A = QR of a non-singular matrix A € R"=" into the product
of an orthogonal matrix Q € R"*" and an upper triangular matrix R € R"*" js
unique, if the signs of the diagonal elements of R are prescribed.
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QR factorisation

Theorem

For every A € R™", m > n, there exists an orthogonal matrix Q € R™™ and
an upper triangular matrix R € R™*" such that A = QR.

v

Theorem

The factorisation A = QR of a non-singular matrix A € R"=" into the product
of an orthogonal matrix Q € R"*" and an upper triangular matrix R € R"*" js
unique, if the signs of the diagonal elements of R are prescribed.

16/20



Householder transformation(Reflectors)

Definition
A Householder matrix H = H(w) € R™*™ js a matrix of the form

H(w) =1 —2ww’ € R™™

where w € R satisfies either ||wl|j> =1 orw = 0.
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Householder transformation(Reflectors)

Definition
A Householder matrix H = H(w) € R™*™ js a matrix of the form

H(w) =1 —2ww’ € R™™

where w € R satisfies either ||wl|j> =1 orw = 0.

A more general form of a Householder matrix is given by

ww’

Hw) =1 -2

i

for an arbitrary vector w = 0.
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Theorem
Let H= H(w) € R be a Householder matrix.

@ H is symmetric.

@ HH = | so that H is orthogonal.

© det(H(w)) = —1 ifw # 0.

© Storing H(w) only requires storing the m elements of w.

©@ The computation of the product Ha of H = H(w) with a vector a € R™
requires only O(m) time.
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Theorem
Let H= H(w) € R be a Householder matrix.

@ H is symmetric.

@ HH = | so that H is orthogonal.

© det(H(w)) = —1 ifw # 0.

© Storing H(w) only requires storing the m elements of w.

©@ The computation of the product Ha of H = H(w) with a vector a € R™
requires only O(m) time.

Theorem

For every vector a € R™, there is a vector w € R™ withw = 0 or ||w||> = 1
such that H(w)a = | al|2€;-
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Theorem

For every vector a € C™, there is a vector w € C™ withw = 0 or ||w|j> = 1
such that H(w)a = ||al|2ée1.

Theorem (Schur factorisation)

Let A € C™", There exists a unitary matrix, U € C"=", such that R = U*AU
is an upper triangular matrix.
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Theorem (Real Schur factorisation)
To A € C"™" there is an orthogonal matrix Q € C"*" such that

Ri1 Rz ... Rinm
aTAQ - 0 Ron ... BRopy
0 0 ... Rmm

where the diagonal blocks R;; are either 1 x 1 or 2 x 2 matrices. A 1 x 1block
corresponds to a real eigenvalue, a 2 x 2 block corresponds to a pair of
complex conjugate eigenvalues. If A has only real eigenvalues then it is
orthogonal similar to an upper triangular matrix.
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