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square-support vector regression’ by Bhagwat and Maity (2013)”
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Indian Institute of Technology Kharagpur, Kharagpur, India

(Received 20 October 2013; accepted 30 November 2013)

We appreciate the discussion by Haddad et al. (2013) (hereinafter HAN2013) that reflects the interest of the hydrologic
community to the subject area presented in Bhagwat and Maity (2013) (hereinafter BM2013). This reply helps the authors
to provide some more explanation that was not explicitly stated in BM2013. In this article, our replies may be read in the
same order of the discussion points in HAN2013.

Regarding the comment on missing values, we wish to reiterate that (quoting from BM2013) “For some (noncontigu-
ous) days (approximately 150 days out of 23 years), rainfall and temperature data are missing. These values are replaced
by the average of other surrounding stations (mentioned before) for that date”. Thus, the missing values are less than 2%
of the total record available. This is for the Narmada basin. For the Mahanadi basin only “Temperature data is missing for
some (noncontiguous) days (approximately 250 days out of 31 years)”. We agree that even for such a small number of
missing data (~2%) also any sophisticated methods, including those suggested by H2013 (“geostatistical or data mining
methods”), can be used. However, LSSVM approach is lumped in nature and Thiessen polygon method is adopted in
BM2013 to estimate the average values for the entire basin. Thus, the missing values are replaced by the average of the
surrounding stations before using the Thiessen weights. Alternatively, revised Thiessen polygons (ignoring the station
having missing data) may be constructed for those particular dates when the data from one station is missing.

Regarding “normalization”, we feel “scaling” would have been a better word. As the structure suggests, only rescaling
is done through Equation (11). It does not transform the data to follow Gaussian (or Normal) distribution. Thus, test for
“normalization” is not applicable. Secondly, it is true that Bray and Han (2004) used support vector machine (SVM) in
predicting the runoff. However, both SVM and LS-SVM are based on the statistical learning theory. LS-SVM, proposed
by Suykens and Vandewalle (1999), is a modified version of the standard SVM, which uses equality constraints instead of
inequality constraints used in SVM whose solution results in a set of linear equations. There are many studies where scaled
data are used in the case of LS-SVM as well (Lin et al. 2006; Qin et al. 2005). Hence, rescaled data was used in
BM2013. We also like to mention that transformation through Equation (11) is also termed as “normalization” in many
studies (e.g. Ceryan et al. 2013; Ismail et al. 2012; Kisi 2012; Samsudin et al. 2011). Thus, the word “normalization” was
used in BM2013.

A reference to the bounds of the parameters can be found in Samsudin et al. (2011). They used 0.01–1 for σ2 and
10–1000 for γ. In BM2013, the same range for σ2 was selected. The selected range for γ was even wider (1–1000). Grid
search method can always provide the global solution since all possible combinations are checked. As a consequence, the
best possible values that result in minimum prediction error are obtained (Kalra et al. 2013). Naturally, it is computation-
ally huge. This is the reason to invent different algorithms to arrive at the global solution quickly. However, with the
availability of fast computing facilities, grid search method is manageable and adopted in this study.

Regarding the validation data-set, we agree with HAN2013 that a separate validation data-set is always recommended
in order to avoid the chance of overfitting. Since the available data-set was small, a separate data-set for validation was not
used. However, referring to Table 1 in BM2013, comparable performance during training and testing periods indicates that
the developed models are not overfitted. The training period data-set was not systematically selected. The data-set is
approximately divided into 2/3rd and 1/3rd parts. The first 2/3rd (continuous) data was selected for training and the rest 1/
3rd (continuous) data was used for testing.

An overall comment was made regarding the relative performance of the two basins. It is found that the results of the
Mahanadi river basin, in most of the cases, are better as compared to that of the Narmada river basin. In brief, during
training, correlation coefficient (CC) and Nash-Sutcliffe Efficiency (NSE) were found to be better in the case of the
Mahanadi river basin (Table 1 in BM2013). Only Root Mean Square Error (RMSE) was better for the Narmada river
basin. During testing, both RMSE and NSE were found to be better in the case of the Mahanadi river basin (Table 2 in
BM2013). Only CC was found to be marginally better (0.85 vs. 0.86) in the case of the Narmada river basin. So far as
the performance of a predictive model is concerned, NSE may be given higher weightage as compared to the CC
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(McCuen et al. 2006). Moreover, RMSE was found to be better in the case of the Mahanadi river basin during both train-
ing and testing periods. Thus, an overall conclusion was made that the performance for the Mahanadi river basin was
found to be better compared to the Narmada river basin. To arrive at this conclusion, HAN2013 suggests the use of Multi
Criteria Decision Making. We leave this to the discretion of the readers.
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