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A B S T R A C T   

Visceral leishmaniasis or Kala-azar (KA) is a Vector-Borne Disease (VBD) that remains the second-largest parasitic 
killer across the globe (mortality rate: 75–95%). More than 60% of KA cases originate in South Asia, wherein 
India accounts for 2/3rd of the cases, and Bihar, a state in India, alone accounts for more than 50% of the Indian 
cases. Past studies suspected climate change vulnerabilities as a driving cause of KA outbreaks. The VBDs-based 
epidemic prediction systems have been developed to mitigate recurrent outbreaks; however, Machine Learning 
(ML) based approaches still need to be explored for modeling changing climate impacts on KA cases. This study, 
for the first time, develops a Radial Basis Function (RBF) kernel-based Support Vector Regression (SVR), here-
inafter RBF-kernel-based-SVR model for the most-affected endemic districts of Bihar (northern-India), using the 
data from 2016 and 2021. Forward selection, backward elimination, and stepwise regression procedures were 
adopted while selecting influential climatic variables, followed by the k-fold cross-validation technique and, 
then, the RBF-kernel-based-SVR algorithm for classification. Results suggested that temperature, wind speed, 
rainfall, and population density significantly contributed to the KA outbreaks. This study also developed Multiple 
Linear Regression (MLR) and Multilayer Perceptron (MLP) models to compare SVR with other classification 
models. Findings indicated that the proposed RBF-kernel-based-SVR model [Correlation Coefficient (CC) = 0.82, 
Root-Mean-Square Error (RMSE) = 12.20, and Nash–Sutcliffe Efficiency (NSE) = 0.66] outperformed MLR (0.81, 
14.20, 0.48) and MLP (0.81, 12.95, 0.61). Study recommends using the RBF-kernel-based-SVR model as a quick 
and efficient model capable of detecting KA cases with high predictability even under limited data availability. 
Such models can assist public health authorities, given monitoring KA spread, learning the climate impacts of 
outbreaks, and ensuring timelier health services.   

1. Introduction 

The Intergovernmental Panel on Climate Change (IPCC) reported 
anthropogenic Greenhouse Gas (GHG) emissions as a primary cause of 
rapid global warming (IPCC, 2021; Srivastava et al., 2022). One of the 
profound long-term implications of Earth warming has been observed as 
a challenge while controlling Vector-Borne Diseases4 (VBDs) (Rocklöv & 
Dubrow, 2020). Despite non-climatic drivers, past studies have 

frequently reported the negative consequences of climate change drivers 
on the transmission dynamics, geographic spread, and re-emergence of 
VBDs vide numerous pathways, such as through humans themselves, 
non-human hosts, pathogens, and vectors (Caminade et al., 2019; de 
Angeli Dutra et al., 2023; Franklinos et al., 2019; Rocklöv & Dubrow, 
2020; Wilson et al., 2020). For example, ectotherms, vectors belonging 
to the cold-blooded category responsible for causing VBDs, are known to 
perform better in a warming climate (Fouque & Reeder, 2019). A few 
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sandflies, or other arthropods. These diseases include malaria, dengue fever, Zika virus, Lyme disease, Chagas disease, and many others. VBDs are a significant global 
public health concern, particularly in regions where vectors thrive, and environmental conditions favor their transmission. 
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instances of warming climate include the increase in the number of 
warm days and nights, increased events of heatwaves, rising sea levels, 
greater warming over land than over the oceans, greater warming in 
winter than in summer, greater warming in nighttime than in the day-
time, etc (IPCC, 2021; Srivastava et al., 2022). They have altogether 
accelerated evaporation rates, thereby intensifying the overall hydro-
logical cycle (Abbott et al., 2019). The direct impacts of the disturbed 
hydrological cycle have been reflected as a rise in extreme precipitation 
events, which have more or less yielded a suitable environment/climate 
for the vectors to subsist and develop (Okoro et al., 2023; Rocklöv & 
Dubrow, 2020). The epidemiological triangle of VBDs, which comprises 
the host, pathogen, and transmitting agent, is influenced by climate 
factors. Temperature, precipitation, and humidity at various stages of 
their development exert distinct effects (Okoro et al., 2023; Wilcox et al., 
2019). Among the various categories of VBDs, the World Health Orga-
nization (WHO) has recognized Neglected Tropical Diseases5 (NTD) as a 
significant global health concern. These NTDs encompass a range of 
infectious diseases, including Dengue, Chikungunya, Lymphatic filariasis, 
Schistosomiasis, Onchocerciasis, Chagas disease, African trypanosomi-
asis, and Leishmaniasis (https://www.who.int/neglected_diseases/d 
iseases/summary/en/, accessed April 2022). There are broadly three 
forms of Leishmaniasis, viz., Cutaneous leishmaniasis, Mucocutaneous 
leishmaniasis, and Visceral leishmaniasis (VL) or also called Kala-azar6 

(KA) in India (Bhunia & Shit, 2020a; Yadav et al., 2023). The present 
study concerns VL or KA (henceforth KA) disease. 

KA is a slowly progressing indigenous disease caused by the proto-
zoan parasite – Leishmania donovani. The primary vector of KA is Phle-
botomus argentipes (sandfly), and the primary non-human reservoir 
(competent) hosts are rodents, dogs, and other mammals (Bhunia & Shit, 
2020a; Rocklöv & Dubrow, 2020). Due to its high mortality rate of 
75–95%, KA has been reported as the second-largest parasitic killer 
across the globe after Malaria (Bhunia & Shit, 2020a; Gil et al., 2020). 
Currently, there are 88 endemic countries across the globe affected by 
KA disease, of which 72 are underdeveloped or developing (Ahmed 
et al., 2020; Karunaweera & Ferreira, 2018). More specifically, around 
200,000 to 400,000 new KA cases and 20,000 to 40,000 deaths per 
annum are consistently reported globally (Ahmed et al., 2020). Of these, 
90% of the cases are observed concentrated across countries such as 
India, Bangladesh, Brazil, Ethiopia, Nepal, and Sudan. In addition, more 
than 60% of the cases originate exclusively in South Asia (Bhunia & Shit, 
2020a). 

India is a rapidly developing nation in the Asian continent; located in 
Southern Asia. The Indian subcontinent accounts for over two-thirds of 
the world’s KA cases. About 54 districts from different states of India (for 
example, Bihar, Jharkhand, Uttar Pradesh, and West Bengal) are re-
ported endemic due to KA cases, which have consequently risked over 

130 million population. Bihar is one of the endemic states located in the 
eastern part of a subtropical region of India. In addition, Bihar is a 
climate-sensitive state due to its geographical setting, hydro- 
meteorological uncertainties, dense rural population, and high poverty 
level (Kumar et al., 2020; Kumar et al., 2022; Mahajan et al., 2023; 
Tesfaye et al., 2017). More than 50% of the KA cases in India are re-
ported from Bihar. As far as endemic districts are concerned, 33 out of 54 
(>61%) endemic districts are located in Bihar (Kumar et al., 2020). 
Considering the seriousness of the KA disease across the globe and in 
India (Bihar state in specific), the present study ascertained to extend the 
scientific investigation of KA incidences in parts of Bihar. 

In the context of changing climate, there is a need to quantify the 
degree of spread of KA disease and other VBDs. Such practice may allow 
for a better account of the severity of the diseases via clear identification 
of the endemic regions and by devising the required support system or 
model (vector elimination schema). Investigations in these areas can 
additionally aid in focused policy-making, revising grassroots gover-
nance for disease control, and developing decentralized disease eradi-
cation models. In the recent decade, applications of Machine Learning 
(ML)-based model development for epidemiological data analysis has 
become widespread (Alfred & Obit, 2021; Joshi & Miller, 2021). ML 
algorithms are non-parametric and provide an empirical approach for 
conducting regression for non-linear systems (such as KA cases) 
involving a few variables to thousands of variables. Hence, ML appli-
cations find their strong applicability in cases with limited theoretical 
knowledge but a large number of observations. Some of the widely used 
ML algorithms include Support Vector Machines (SVMs), Artificial 
Neural Networks (ANNs) [such as Multilayer Perceptron (MLP)], Deci-
sion Trees (DTs) [such as Random Forest (RF), CART, XGBoost, and 
Regression Trees (RT)], k-Nearest Neighbors (kNN), Genetic Algorithms 
(GA), Fuzzy Logic (FL), and Topic Modeling (TM) (Ngiam & Khor, 2019; 
Sarker, 2021; Elbeltagi et al., 2022, 2023a, 2023b; Pande et al., 2022). 
Joshi and Miller (2021), in their extensive review of 120 papers on 
mosquito control analysis, brought to light the advancements made in 
applications with supervised and unsupervised ML approaches with 
ANNs, DTs, SVMs, GA, FL, and TM. Alongside limitations of the ML al-
gorithms, the authors in this study discussed their unexplored potential 
in mitigating challenges of VBDs, such as through the development of an 
open-source ML pipeline, citizen science, and crowd-sourced data 
analysis. 

Many recent studies are navigating to ML-based model development 
as one of the alternatives to generalize important trends of changing 
climate on the VBDs. Scavuzzo et al. (2018) developed and evaluated 
SVM, ANN, kNN, and DT regressors for temporal modeling of the 
oviposition activity of a specific vector responsible for causing Chi-
kungunya, Dengue, and Zika viruses in Latin America. Their study found 
better modeling performance for ML algorithms against linear models 
while capturing anomalies. In another study by Tapak et al. (2019), the 
authors developed an Autoregressive Integrated Moving Average 
(ARIMA) model, SVM, RF, and ANN models for outbreak detection of 
influenza-like illness. Their study found RF as the best model and ANN as 
a better model for outbreak detection than linear models like ARIMA. 
Furthermore, Jimenez et al. (2020) developed Gaussian Process 
Regression (GPR), SVM, kNN, RF, Linear Regression (LR), and MLP 
models to predict antibiotic resistance outbreaks. Their study evaluated 
SVM as the best model for multivariate time series prediction. All such 
(aforesaid) investigations provide strong foundations for public health 
care and management using ML models, especially when controlling 
disease outbreaks. Again to accomplish this, Alfred and Obit (2021) 
conducted review research for all the papers employing ML models 
between 2010 and 2020 to discuss the ML algorithms, dataset, and 
performance measurements in predicting and detecting deadly infec-
tious diseases. Key findings from their investigation revealed that (1) 
meteorological and epidemiology data are the most useful datasets for 
studying disease trends, and (2) SVM and ANN models provided better 
performance as compared to other linear and non-linear ML approaches 

5 Neglected Tropical Diseases (NTDs) are a diverse group of diseases that 
primarily affect populations in tropical and subtropical regions of the world, 
especially in low-income communities with limited access to healthcare. These 
diseases are often chronic and disabling, causing significant morbidity and 
mortality. NTDs include conditions such as lymphatic filariasis, schistosomiasis, 
soil-transmitted helminthiasis, onchocerciasis (river blindness), and others. 
Despite their substantial burden on affected populations, NTDs have historically 
received limited attention and resources for research, prevention, and 
treatment.  

6 Kala-azar is a severe form of leishmaniasis that primarily affects internal 
organs, including the spleen, liver, and bone marrow. Once the parasite enters 
the body, it multiplies within the immune cells, leading to a systemic infection. 
The initial symptoms of Kala-azar may include intermittent fever, fatigue, and 
weight loss. Individuals may experience persistent or prolonged fever as the 
disease progresses, often accompanied by chills and night sweats. Other com-
mon symptoms include enlargement of the spleen and liver (hep-
atosplenomegaly), which can cause abdominal discomfort and a visibly swollen 
abdomen. Anemia, resulting from the destruction of red blood cells, is also a 
characteristic feature of Kala-azar. 
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(the present study has followed both the recommendations). 
The ML algorithms have demonstrated their wide-scale applicability 

while dealing with VBDs in general (as apparent from the previous 
discussions); however, it is imperative to highlight here that there are no 
research available for developing ML models for capturing insights for 
KA cases in specific. Since the applications of ML algorithms in medical 
sciences, more specifically in epidemiology, is an emerging field, the 
present study takes the opportunity to extend the ongoing investigations 
for unexplored KA disease time-series analysis using ML models. In light 
of this research gap, the present study aimed:  

• To establish correlations between KA cases, population density, and 
climate variables, thereby ascertaining the influence of climate 
change on KA incidences;  

• To develop Radial Basis Function (RBF) kernel-based Support Vector 
Machine (SVM) model for KA disease prediction in parts of Bihar 
state (India) and compare the results with Multiple Linear Regression 
(MLR) and Multilayer Perceptron (MLP) models;  

• To compare the accuracy and stability of these models; and  
• To determine which were the best outcomes based on the prediction 

accuracy vide the best combination of the input variables. 

The key contribution of this paper is the development of the ML 
models, particularly in response to predicting the Kala-azar outbreaks 
and considering non-seasonal changes in climatic factors in one of the 
worst-affected study areas across the globe (i.e., endemic parts of Bihar 
state in India). Hence, the present findings on KA cases concerning 
climate change can be of immediate usage to the Health Ministry of 

Bihar, broadly in terms of revising grassroots governance for disease 
control and eradication. In addition, the presented findings and devel-
oped methodological framework, in general, can also be pertinent in a 
similar endemic site across the KA-affected countries. 

2. Materials and methodology 

2.1. Study area description 

The Bihar state is located in the eastern region of India, specifically in 
the subtropical region of the temperate zone. The Ganges River, which 
flows from west to east, divides the Bihar plain into two unequal halves i. 
e., north Bihar and south Bihar. The present study sites – Muzaffarpur 
and Saran districts are located in west part of northern Bihar and share 
the great Indo-Gangetic plains (Fig. 1). The selection of these two dis-
tricts out of the 33 endemic districts of Bihar is ascertained based on the 
large number of cases being reported from the west part of the northern 
Bihar (from where the current study areas have been shortlisted; refer to 
Fig. 4) majorly comprising Saran, Muzaffarpur, Siwan, Gopalganj, East 
(E) Champaran, Sitamarhi, and Vaishali. 

Muzaffarpur district is located between 25◦54′N and 26◦23′N latitude 
and 84◦53′E and 85◦45′E longitude (see Fig. 1). It is situated at an alti-
tude of 170 feet above mean sea level and occupies an area of 3,172 
square kilometers (km2). The study sites fall in the subtropical temperate 
zone with a humid subtropical climatic type (more description in Sect. 
3.1). There are two administrative subdivisions (east and west) of the 
district, comprising a total of 1,811 villages under 385 Gram Panchayat 
(village-level governance body; third-tier of Government, after State and 

Fig. 1. Geographical map of the two selected endemic regions viz., Muzaffarpur and Saran districts in the Bihar state of India.  
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Central-level, in India) (CGWB-Muzaffarpur, 2013). Muzaffarpur has an 
urban population of 469,896 people (~10% of the district population) 
and a rural population of 4,308,714 people (~90% of the district pop-
ulation) and constitutes 4.61% of the total population in Bihar state with 
a population growth rate of 28.14% between 2001 and 2011. (Census of 
Muzaffarpur, 2011). 

The western boundary of Muzaffarpur is shared with the second 
study site – the Saran district. It is located between 25◦36′N and 26◦13′N 
latitude and 84◦24′E and 85◦15′E longitude (see Fig. 1). It is situated at 
an altitude of 118 feet above mean sea level (since the district is located 
closer to the Ganga basin, the altitude is lesser than Mazuffarpur) and 
occupies an area of 2,641 km2. Like Muzaffarpur, Saran also shares a 
humid subtropical climate (more description in Sect. 3.1). There are 
three administrative subdivisions (Chapra, Marhaura, and Sonpur) of 
the district, comprising a total of 1,807 villages under 330 Gram Pan-
chayat (CGWB-Saran, 2013). Saran has an urban population of 352,045 
people (~9% of the district population) and a rural population of 
3,591,053 people (~91% of the district population) and constitutes 
3.8% of the total population in Bihar state, with a population growth 
rate of 21.64% between 2001 and 2011 (Census of Saran, 2011). 

2.2. Clinical data sources and acquisition 

The confirmed KA cases for a period of seven years ranging from 
January 2016 to July 2021 for the Bihar state were obtained from the 
National Vector Borne Disease Control Programme (NVBDCP), Patna, 
Bihar. The dataset contains month-wise KA cases at both district and 
block scales. The confirmed cases of Kala-azar (KA) represent recorded 
incidences of Visceral leishmaniasis that have been verified and docu-
mented by various hospitals and Primary Health Care (PHC) centers. 
The data is then transferred to the NVBDCP, a specialized directorate 
responsible for framing technical guidelines, policies, and budgeting and 
planning the logistics to guide the states in implementing program 
strategies. Fig. 2 shows the month-wise variations in KA cases in 
Muzaffarpur and Saran districts from January 2016 to July 2021. It can 
be observed that the number of cases in the recent period (post-2018) 
across both districts has shown a decreasing trend. It is hypothesized 
that the vagaries of changing climate, as well as socio-economic con-
ditions, must be strongly correlated with the KA outbreaks. Therefore, it 
is imperative to investigate the reasoning behind the recent fall and, in 
general, the high number of cases, as compared to other parts of India 
and the world, under both changing climate and socio-economic de-
velopments. Considering this, the present study considered KA cases as 

the dependent variable where the corresponding time-series data of 
monthly KA cases are log-transformed to stabilize the variance (detailed 
in Sect. 2.4). 

2.3. Climatic data sources and acquisition 

The climate datasets were collected from the repository of the fifth 
generation of the European Centre for Medium-Range Weather Forecasts 
(ECMWF) reanalysis product (ERA5, https://www.ecmwf.int/en/foreca 
sts/datasets/reanalysis-datasets/era5, accessed September 2023). The 
dataset contains observational data for a period of six years 
(2016–2021). The data records include independent variables, such as 
total precipitation (Rain), average temperature (T_avg), maximum 
temperature (T_max), minimum temperature (T_min), wind speed (WS), 
and relative humidity (RH). The details of each dataset, as obtained from 
ERA5, are provided in Table 1. This study has considered only the 
month-wise record of climate variables (Rain, T_avg, T_max, T_min, WS, 
and RH), population density (P_density), and KA cases (KA_cases). This 
is achieved by spatially averaging each dataset across the study sites and 
by converting it to a monthly scale before further processing. 

2.4. Model development 

A flow diagram summarizing the complete model development (for 
SVR, MLR, and MLP) is shown in Fig. 3. Different components and steps 
used for developing the models are explained in the following 
subsections. 

2.4.1. Correlation analysis 
The Pearson Correlation Coefficient (PCC) is a statistical measure 

that quantifies the strength and direction of the linear relationship be-
tween two variables (also refer to Sect. 2.5). It ranges from − 1 to +1, 
where a value of − 1 indicates a perfect negative correlation, +1 in-
dicates a perfect positive correlation, and 0 indicates no correlation. 
However, in the present study, there were multiple variables (Rain, 
T_max, T_min_Tavg, RH, P_density, and KA_cases) such that the objective 
was to establish a correlation analysis between all these variables in a 
matrix data structure called a correlation matrix (also called correlation 
heatmap) (Babicki et al., 2016; Hardin et al., 2013). The heat map 
visually represents the correlation coefficients between the dependent 
variable (KA cases) and each independent variable (Rain, T_avg, T_max, 
T_min, WS, RH, and P_density). Each cell in the heatmap corresponds to 
the correlation coefficient between two variables, with color gradients 
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indicating the strength and direction of the correlation. In the present 
study, these matrix tablets were established for the Muzaffarpur and 
Saran districts to ascertain which pairs of variables were most closely 
correlated and thereby identify relationships between variables. For 
this, colored cells were used instead of monochromatic representation, 
such that the cell color corresponds to the number of measurements that 
match the dimensional value. 

2.4.2. Predictor selection using forward selection and backward elimination 
The forward selection method introduces one variable to the model 

at a time. The initial variable in the variable addition procedure refers to 
the one with the highest degree of correlation with the independent 
variable. The second variable is the one that is included in the model 
after the first variable’s effects have been adjusted. In addition, this 
variable has the second-greatest degree of correlation with the inde-
pendent variable. The variable addition process is repeated until all 
variables have been added or until the final variable with an insignifi-
cant regression coefficient has been added, at this point, no significant 
variables are left to add. Backward elimination, unlike the forward se-
lection method, starts with the whole model and eliminates one variable 
at a time. The first variable to be removed is the one with the least 
contribution to reducing the predictive error sum of squares. Assuming 
there are additional insignificant variables, the method begins by de-
leting the next most insignificant variable. The elimination process ends 
when all of the variables are significant or all but one have been elim-
inated (Lindsey & Sheather, 2010; Speiser et al., 2019; Xu & Zhang, 
2001). 

This study followed the aforementioned forward selection and 
backward elimination methods while selecting the most significant 
variables and eliminating the most insignificant variables, respectively. 
OLSRR (ordinary least squares regression) library in R studio was used 
for executing forward selection and backward elimination methods. 
Here, the variables were tested at lag 3, yielding five significant vari-
ables viz., KA_cases at lag 1, P_density at lag 0, P_density at lag 1, Rain at 
lag 0, and Rain at lag 1. In the next step, this study log-transformed the 
target variable [i.e., KA_cases was transformed to log(KA_cases)] at lag 3 
for determining the influential variables. This step yielded seven sig-
nificant variables viz., KA_cases at lag 1, T_avg at lag 0, T_avg at lag 1, 
T_min at lag 1, WS at lag 2, Rain at lag 0, and Rain at lag 1. Although 
P_density was not listed in this step, considering the high significance of 
P_density on KA_cases (as confirmed by the large value of population 
density in the study sites and was ascertained during the correlation 
analysis; refer to Sect. 3.2), P_desnity was also employed in the list of the 
significant variable. 

2.4.3. Step-wise regression and the k-fold technique 
In stepwise regression, a variable that was included in the model at 

the beginning of the process may be removed at the subsequent stages. 
The regression followed the same calculations as established for the 
forward selection and backward elimination methods. More specifically, 
the forward selection process was primarily followed in the stepwise 
regression process. However, the potential of eliminating a variable was 
evaluated at each stage, as in backward elimination. The number of 
variables preserved in the model was determined by the levels of sig-
nificance anticipated for variable inclusion and exclusion (Lindsey & 
Sheather, 2010; Speiser et al., 2019; Xu & Zhang, 2001). This study 
finally adopted a significance level of 0.05 for including variables in the 
model and a significance level of 0.1 for excluding variables from the 
model. 

In order to address the data insufficiency issue due to the limited 
study period of six years, this study employed the k-fold cross-validation 
technique (Pal & Patel, 2020; Refaeilzadeh et al., 2009) for model 
training and testing. The monthly data points from January 2016 to July 
2021 were combined for both Muzaffarpur and Saran districts, resulting 
in a total of 134 data points (67 for Muzaffarpur and 67 for Saran). 
Following the methodology outlined in Section 2.4.2, the study utilized 
the log-transformed target variable [log(KA_cases)] and applied step-
wise forward selection and backward elimination at a lag of 3 to 
determine the influential variables. This approach allowed analyzing the 
data, considering temporal dependencies, rigorously. As a result, the 
study identified eight significant variables: KA_cases at lag 1, T_avg at 
lag 0, T_avg at lag 1, T_min at lag 1, WS at lag 2, Rain at lag 0, Rain at lag 
1, and P_density at lag 0. To perform the k-fold cross-validation, the data 
points were divided into three folds (k = 3). This division involved 
randomly splitting the data into training and testing sets, ensuring that 
each fold contained a proportionate dataset representation Specifically, 
67% of the data were allocated for training and 33% for testing. During 
the training phase, the models were trained using the training dataset of 
two folds (approximately 89 data points). The models were then eval-
uated using the remaining fold (approximately 45 data points) during 
the testing phase. This process was repeated three times, each time using 
a different fold as the testing set, while the remaining two folds served as 
the training set. By employing the k-fold cross-validation technique, this 
study aimed to assess the performance and generalizability of the 
developed ML models while mitigating the potential bias introduced by 
using a single train-test split. This approach allowed for obtaining robust 
and reliable estimates of the model’s predictive capabilities and 
assessing its effectiveness in predicting KA cases. Steps provided in Sects. 
2.4.1 to 2.4.3 were followed for developing all three models – SVR, MLR, 
and MLP and are further detailed in Sects 2.4.4 to 2.4.7. It is imperative 
to highlight at this point that the model development was preceded by 
the standardization of both influential dependent and independent 
variables with a mean value of zero and a Standard Deviation (SD) value 
of one (except for the MLR model). This was done to enhance the 

Table 1 
Details of the climatological dataset obtained from the fifth generation of the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis product 
(ERA5).  

Dataset Variables Nomenclature Spatial resolution Vertical/pressure level Units (as in ERA5) Converted 
Units 

ERA5-Land monthly 
averaged data 

Total precipitation Rain 0.25◦×0.25◦ Surface mm/day mm 
2-m temperature T_avg 0.25◦×0.25◦ 2-m above surface K ◦C 
2-m Maximum temperature T_max 0.25◦×0.25◦ 2-m above surface K ◦C 
2-m Minimum temperature T_min 0.25◦×0.25◦ 2-m above surface K ◦C 
10-m u-wind WS 0.25◦×0.25◦ 10-m above surface m/s – 
10-m v-wind WS 0.25◦×0.25◦ 10-m above surface m/s –  

ERA5 monthly averaged data 
on pressure levels 

Relative humidity RH 0.25◦×0.25◦ 1000 hPa Percent (%) –  
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learning speed of the models during the training and testing period. 

2.4.4. Support Vector Regression (SVR) model 
As the primary aim was to develop an ML model for the Muzaffarpur 

and Saran districts, the present study developed an SVR model using the 
RBF kernel. The kernel function generally provides Support Vector 
Machines (SVMs) flexibility while implicitly mapping the data to a 
higher dimensional feature space. As a result, non-linear solutions in a 
lower-dimensional feature space get correspond to linear solutions in a 
higher-dimensional feature space. This allows for employing SVR for 
modeling the non-linear problems involving hydroclimatology (climate 
variables in the present case). As compared to many kernel functions, 
some of the earliest studies have identified RBF to be outperforming 
others (e.g., Dibike et al., 2001; Bray & Han, 2004; Liong & Sivapra-
gasam, 2002; Choy & Chan, 2003; Maity et al., 2010). Moreover, recent 
studies have further affirmed the RBF credibility among many kernel 
functions (e.g., Ding et al., 2021; Gopi et al., 2023; Hekmatmanesh et al., 
2020; Nguyen et al., 2021). Thus, the RBF-based SVR became the natural 
choice for the present study. Vapnik and others at AT&T Bell Laboratory 
were the first to lay a foundation for the present form of SVMs back in 
the early 1990s (Boser et al., 1992; Guyon et al., 1992). Since then, rapid 
transformation in SVMs happened that led to their first application in 
the late 1990s (Vapnik, 1998; 2000). For RBF kernel-based SVR model 
development, {xi, yi} was considered the training set, ranging between i 
= 1 to n such that xi ∊ χp indicates the p-dimensional input feature and yi 
∊ χ indicates system output. In this process, the first objective was to 
construct an activation function that logically defines the dependence of 
y on x [i.e., y = f(x)]. For this, a linear function was formulated for SVR, 
as shown in Equation (1), where w and b represent weight vector and 
bias, while ψ(x) showing a non-linear mapping function. The function 
ψ(x) : χp→χh allows data to be mapped in a higher-dimensional space, 
converting the non-linear separable problem into a linearly separable 
problem. This can be explained as an optimization (Min) problem, as 
shown in Equation (2), where r shows random error and ɸ ∊ χ+ shows a 
regularization parameter, which is used for optimizing the training er-
rors and model’s complexity in terms of their minimization. 

y = wT ψ(x)+ b (1)  

Min J(w, r) =
1
2
wT w+

Φ
2
∑n

i=1
r2

i (2) 

The next objective was to determine the optimal parameters that 
reduce the regression model’s prediction error. This was achieved by 
selecting the optimal model, which showed reduced cost function and 
minimal ei. The Lagrange function facilitated the selection, as shown in 
Equation (3). The solution of this equation was obtained by partially 
differentiating it with w, r, b, and µ, and the final equation of the SVR 
model was obtained, as shown in Equation (4). It is imperative to 
highlight here that k(x, xi) represents the kernel function such that 
Equation (5) shows the RBF kernel function, where σ represents the 
kernel function parameter of the RBF kernel. 

L(w, r, b; μ) = J(w, r) −
1
2
wT w+

∑n

i=1
μi{wT ψ(xi) + b + ei − yi} (3)  

y = f (x) =
∑n

i=1
μik(x, xi)+ b (4)  

k(x, xi) = exp
(

−
1
σ2||x − xi‖

2
)

(5) 

The regularization parameter (ɸ ∊ χ+) allowed for minimizing fitting 
error and smoothening of the estimated function. To maximize the 
performance of the SVR model, the study optimized the magnitudes of ɸ 
and σ during the model calibration stage. In the model training stage, the 
grid-search technique using a cross-validation approach was employed 
for fine-tuning ɸ and σ. The output obtained from the resultant SVR 
model was then used for predicting the KA cases in the study sites. 

2.4.5. Multiple linear regression (MLR) model 
In order to compare the findings of the SVR model with other models, 

the MLR model was developed. Linear regression is the case of the 
relation between a dependent and a single independent variable. How-
ever, in the present case, the dependent variable (KA_cases) was 
observed to be dependent on several independent variables (Rain, 
T_max, T_min_Tavg, RH, and P_density). Dependence on multiple inde-
pendent variables represented the case of multiple linear regression, and 
thus study focused on developing an MLR model (Andrews, 1974; 
Grégoire, 2014; Tranmer & Elliot, 2008). Equation (6) shows an 
expression for a general MLR model, where X1, X2, ….., Xp shows the 
independent variables, Y represents an independent variable, β0, β1, ….., 
βp shows the unknown parameters, and ε shows the residual values. 

Y = β0 + β1X1 + β2X2 +⋯+ βpXp + ε (6) 

Furthermore, while developing the MLR model, this study ensured 
that the assumptions of the linear regression were followed and data 
remained free from the multi-collinearity effect. As for the given n ob-
servations, a set of data may contain n observations of Y and corre-
sponding n observations of p independent variables. Hence, Equation (6) 
can be rewritten in the algebraic form as Equation (7) and matrix form as 
Equation (8), where Yi is the ith observation of the dependent variable 
and Xi, j is the ith observation of the jth independent variable. The least- 
square method was employed for determining the values of the 
parameters. 

Yi = β0 +
∑p

j=1
βjXi,j (7)  

[Y]n×1 = [X]n×(p+1).[β](p+1)×1 (8)  

2.4.6. Multilayer Perceptron (MLP) model 
Besides the development of the MLR model, this study also devel-

oped the MLP model for a comprehensive comparison of the results of 
SVR. MLPs are the feed-forward neural network models that provide a 
non-linear (static) mapping between an input layer (or vector) and a 
corresponding output layer. The structure of MLPs is composed of 
neurons called perceptions (or perceptrons); first proposed by Rose-
nblatt (1961). The n input features (x = x1, x2, ….., xn) are received by a 
perceptron such that each input is associated with a weight (w1, w2, ….., 
wn). Essentially, input features are required to be numeric to make them 
functional, else non-numeric input features are converted to numeric 
ones. The 3-layered MLP structure is the most widely used neural 
network model capable of approximating any continuous function. The 
3-layers comprise (1) one input layer of perceptrons that functions to 
distribute input features to the first hidden layer, (2) one or more hidden 
layers such that the first hidden layer receives the input from the input 
layer and outputs them to further hidden layers, wherein each of which 
receives inputs from previous perceptron layers and provides as output 
to the next hidden layers, and (3) one output layer that receives the 
output of the last hidden layer as input feature (Car et al., 2020; Taud & 
Mas, 2018). Thus, the input and output layers are interconnected 
together through an intermediate hidden layer. 
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The MLP model developed for this study had five layers and was used 
for both the Muzaffarpur and Saran districts. Before the model devel-
opment and as was discussed in Sect. 2.4.3, all the variables (dependent 
and independent) were standardized (mean = 0 and SD = 1) to facilitate 
fast learning of the model. After training and testing the model, the 
predicted results (in the log unit) were converted to the original scale. 
The working operation is described in Equations (9) to (13). The input 
layer [U(x)] of the MLP structure received the input feature using 
Equation (9). The output of the perceptron was computed using the 
activation function (f; usually a step function), as shown in Equation 
(10), such that the output was passed on to the next layer. Here, α is a 
threshold parameter. It can be understood here that perceptron allows 
for determining true or false conditions by examining w1 x1 + w2 x2, ….. 
+ wn xn – α > 0 such that w1 x1 + w2 x2, ….. + wn xn – α = 0 represents the 
equation of hyperplane. The location of an output from a hyperplane 
indicated either 1 (if it is located above) or 0 (if located on or below) 
concerning the hyperplane. Adjustment in the weights of input features 
was then performed as a part of MLP or perceptron training such that 
hyperplane can be used to differentiate the training data. Following this, 
Equations (11) and (12) allowed for computation at hidden layer(s) [H 
(x)] and the output [O(x)], respectively, where S and G are activation 
functions (usually a sigmoidal function; differentiable for different 
layers), b(1) and b(2) are bias vectors, and w(1) and w(2) are weight 
matrix. In the current 5-layered MLP model, five hidden layers were 
used with one dropout layer at a dropout rate of 10% (to avoid over-
fitting). Furthermore, to generate a non-linear relationship, the “ReLu” 
activation function was used in hidden layers, as shown in Equation 
(13). 

U(x) =
∑n

i=1
wixi (9)  

f [U(x) ] =
{

1, ifU(x)〉α
0, ifotherwise (10)  

H(x) = S[b(1) + w(1)x] (11)  

O(x) = G[b(2)+w(2)H(x)] (12)  

ReLu =

{
x, ifx > 0
0, ifx ≤ 0 (13)   

2.5. Model performance evaluation 

The performance of the models developed for assessing KA cases 
outbreak in Muzaffarpur and Saran districts was conducted by using 
three standard statistical performance metrics, namely Correlation Co-
efficient (CC) (Pearson, 1896), Root-Mean-Square Error (RMSE) (Will-
mott & Matsuura, 2005), and Nash–Sutcliffe Efficiency (NSE) (Nash & 
Sutcliffe, 1970). The CC measures how well the model matches experi-
mental data, as shown in Equation (14). The values of CC range from − 1 
to +1. A value of 1 indicates a perfect positive correlation, implying that 
the variables under consideration exhibit a strong linear relationship in 
the same direction. On the other hand, a value of − 1 represents a perfect 
negative correlation, indicating a strong linear relationship, but in the 
opposite direction. Values closer to 0 suggest a weaker or no linear 
relationship between the variables. RMSE statistics represent the root 
mean square deviation of modeled values from the observed values of 
the time series, as shown in Equation (15). RMSE values range from 0 to 
positive infinity, with a lower value indicating better performance. In 
other words, the goal is to minimize the RMSE, with values closer to 
0 considered more favorable. NSE is a normalized statistic that allows 
estimating the relative values of the residual variance while comparing 
with measured data variance, as shown in Equation (16), indicating the 
wellness of the plot (observed versus modeled data) concerning a 1:1 
line. NSE value ranges between − ∞ and + 1 such that the output of 1 is 
considered the most accurate model (modeled data matching perfectly 
with observed data), the output of 0 is considered to have model pre-
dictions as accurate as the mean of the observed data, and the output 
between − ∞ and 0 is considered to have the mean of the observed data 
as a better predictor than the mean of the modeled data. In Equations 
(14), 15, and 16, O and P represent observed and modeled or simulated 
values for an ith dataset; OAvg and PAvg represent the average or mean 
values of observed and simulated values, and N represents the number of 
observations. As described before, the simulation was performed 
through a k-fold (here, k = 3) cross-validation technique such that the 
mean values of CC, RMSE, and NSE across all three k-folds were obtained 
for model training and testing stages. Graphical representations of k-fold 
were developed separately for SVR, MLR, and MLP models for quanti-
fying their performance using MATLAB. 

Fig. 3. Methodological flowchart comprising all three comparative models used in the study.  
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CC =

∑N
i=1(Oi − OAvg)(Pi − PAvg)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1(Oi − OAvg)
2
(Pi − PAvg)

2
√ (14)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
N
∑N

i=1
(Oi − Pi)

2
√

(15)  

NSE = 1 −
∑N

i=1(Pi − Oi)
2

∑N
i=1(Oi − OAvg)

2 (16)  

3. Results 

3.1. Implications of climate change and population density on Kala-azar 
incidences 

This study presents the findings on the frequency and pattern of KA 
incidences (in the current paragraph), trends and variations in climate 
variables (in the next paragraph), and population dynamics (in the last 
paragraph) across urban and rural settings. Taking into account the 
endemicity of KA cases reported from January 2016 to July 2021 
(Fig. 4), it is evident that the districts located in the western part of 
northern Bihar, including Muzaffarpur and Saran, collectively accoun-
ted for 62% (10,342 cases) of the total reported cases in the state of 
Bihar. Remarkably, Muzaffarpur and Saran districts exhibited the 
highest number of reported cases, contributing 31% (5,202 cases) of the 
total KA cases in Bihar. Despite the decreasing trend observed in KA 
incidences (Fig. 2), the investigation identified Muzaffarpur and Saran 
as suitable choices for developing ML models to explore the correlation 
between KA and climate change dynamics. Moreover, Fig. 4 demon-
strates their substantial contribution to the overall KA burden in Bihar 
and their suitability for representing the broader patterns and dynamics 
of the disease in the region. Imperatively, the decreasing trend observed 
in KA incidences does not diminish the significance of studying these 
districts. Instead, it provides an opportunity to investigate the under-
lying factors contributing to this trend and further explore the role of 
climate change in shaping the transmission dynamics of KA. 

Regarding climate and weather dynamics, as discussed, the present 
study areas are located in the subtropical temperate zone, and their 
climatic type is humid subtropical. In general, the entire north Bihar 
primarily falls under mild and dry winter (December to February), hot 
summer (March to Mid-June), subtropical monsoon (Mid-June to 
September), and subtropical post-monsoon (October and November). 
The long-term temperature in winter varies around 0–10 ◦C, while 
December and January are recorded as the coldest months. Whereas the 
long-term temperature in the summer varies around 35–45 ◦C; May is 
recorded as the hottest month. The western part of northern Bihar re-
ceives a long-term annual average rainfall of around 1,040–1,450 mm 

(mm) (Kumar et al., 2020; Tesfaye et al., 2017). Considering the present 
study period (2016–2021), Fig. 5 shows the month-wise variations in 
rainfall, average temperature, and relative humidity in Muzaffarpur and 
Saran districts. The average monthly rainfall in Muzaffarpur is 115 mm, 
and in Saran is 107 mm, such that the peak is attained in August and/or 
September (Fig. 5a). The average monthly temperature in Muzaffarpur 
and Saran is recorded at 25.7 ◦C and 25.9 ◦C, respectively. The 
maximum average monthly temperature may increase to 33.9 ◦C and 
34 ◦C, and the minimum average monthly temperature may fall to 
17.6 ◦C and 17.9 ◦C, respectively (Fig. 5b). In the case of month-wise 
relative humidity, it is 68.7% in Muzaffarpur and 68% in Saran 
(Fig. 5c). While in the case of month-wise wind speed, it is 6.3 km/h in 
Muzaffarpur and 5.8 km/h in Saran. 

Imperatively, it can be summarized from Fig. 5 that both study sites 
recorded an abrupt increase in the monthly rainfall and relative hu-
midity magnitudes in a mere six-year period against the long-term 
average values (as apparent from the slope magnitude (m) = +0.026 
for rainfall and +0.0025 for relative humidity). On the contrary, the 
temperature recorded a marginally decreasing trend (m = − 0.0003). As 
it is known that VBDs, including KA, spread in a warming climate, one of 
the reasons for their recent decrease in the present study site may be 
attributed to the declining mean temperature magnitudes. Nevertheless, 
since all the aforementioned climatological variables (including wind 
speed) are combinedly known to govern KA cases and also influence the 
climate significantly, they all were thus considered for model 
development. 

Geomorphologically, the present study sites share their location in 
alluvial plains, wherein Ganga, Gandak, and Ghagra are the key drainage 
basins. Moreover, each of these study sites elucidates a large number of 
villages (>1,800) and a comparatively greater section of the population 
(>90%) inside villages, as compared to the urban region (refer to Sect. 
2.1), thereby demonstrating the developing stage of the districts. Addi-
tionally, as evident from Fig. 6, the population density is noticed to in-
crease steadily in both study areas since 2016. Muzaffarpur witnessed an 
increase of 13.2% in population density between 2016 (from 1,198 per-
sons/km2) and 2021 (to 1,356 persons/km2), whereas Saran witnessed a 
rise of 16.2% in population density between 2016 (from 1,250 persons/ 
km2) and 2021 (to 1,452 persons/km2). Apparently, the large and rapidly 
increasing population density (greater in Saran than Muzaffarpur), 
alongside its congestion in rural localities, is indicative of a possible reason 
behind the KA outbreaks in these regions. Hence, apart from climate 
variables, the population density was also considered as one of the inde-
pendent variables (P_density) while studying the climate change influence 
on KA cases as well as during the development of models. However, before 
discussing model results, it would be essential to bring a correlation 
analysis between climate variables, population density, and KA cases in 
Muzaffarpur and Saran districts. 
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3.2. Correlation between climate variables, population density, and Kala- 
azar cases 

The correlation matrices were developed individually for the 
Muzaffarpur and Saran districts. Figs. 7 and 8 show the correlation 
matrix depicting the correlation between KA cases, climate variables, 
and population density. In the case of Muzaffarpur, the analysis revealed 
positive correlations between the dependent variable KA_cases and four 
independent variables: T_max, T_min, T_avg, and WS. This implies that 
as these variables, such as temperature and wind speed, increase, 
KA_cases also tend to increase. Conversely, three independent variables, 

namely RH, Rain, and P_density, showed negative correlations with 
KA_cases, indicating that as these variables increase, the incidence of 
KA_cases tends to decrease. The analysis of PCC demonstrated that the 
correlation pattern between KA_cases and climate variables, as well as 
population density (P_density), remained similar for both Saran and 
Muzaffarpur districts. However, the strength of the correlation, as 
indicated by the PCC values, was observed to be slightly higher (~20%) 
in Saran compared to Muzaffarpur. In general, the correlation matrix 
indicated temperature and wind speed as highly correlated (or influ-
ential) with Kala-azar cases. It is imperative to re-highlight the findings 
obtained during the forward selection, backward elimination, and 
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Fig. 5. Month-wise variation in rainfall, average temperature, and relative humidity in Muzaffarpur and Saran districts of Bihar state (India) between January 2016 
and July 2021 [Source: Fifth generation of the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis product (ERA5)]. 
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stepwise regression methods. In the case of the first two methods, pop-
ulation density and rainfall were identified as significant variables that 
were replaced during log transformation with temperature, wind speed, 
and rainfall. The significant variables were identified as temperature, 
wind speed, rainfall, and population density during stepwise regression. 
To summarize, the findings from both correlation matrix and variable 
selection/elimination methods alongside regression, more or less, indi-
cated that the variables – temperature, wind speed, rainfall, and popu-
lation density were the influential variables that remained the cause 
behind aggravating KA cases in the study site. 

Figs. 7 and 8 further show the correlation between the climate var-
iables and population density. For both Muzaffarpur and Saran, a posi-
tive correlation was observed between KA_cases and maximum 
temperature (T_max), indicating that as temperature increases, KA_cases 
tend to increase as well, and vice versa. This positive correlation was 
also observed for T_min, T_avg, Rain, WS, and P_density, while RH 

showed a negative correlation. However, the strength of the correlation 
was found to be stronger in Muzaffarpur by around 25% on average. 
Additionally, T_min, T_avg, RH, and Rain showed negative correlations 
with P_density. Relative humidity and rainfall were positively correlated 
with WS, with Muzaffarpur showing a stronger correlation. Wind speed 
exhibited a negative correlation with P_density. In summary, tempera-
ture showed a stronger positive correlation with rainfall than relative 
humidity, and population density negatively correlated with wind speed 
and temperature. 

Besides, it is essential to emphasize that the present study focused on 
a specific region in India, namely the Bihar state, with a particular focus 
on Muzaffarpur and Saran districts. These districts may have unique 
ecological and climatic conditions that differ from other regions within 
India and globally. Therefore, the findings demonstrated in the present 
and previous sections may not be directly generalizable to areas with 
distinct environmental characteristics. Furthermore, it is imperative to 
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Fig. 6. Annual population density of Muzaffarpur and Saran 
districts of Bihar (India) for the study period January 2016 
to July 2021 [Source: for Muzaffarpur, data was acquired 
from https://www.macrotrends.net/cities/21342/muzaffa 
rpur/population, Accessed April 2022; for Saran, the popu-
lation density was estimated using data acquired from 
Census of Muzaffarpur (2011), Census of Saran (2011), and 
aforementioned link because data is unavailable in the 
public domain and the primary source – ‘Census of India – 
2021’ is yet to release its survey report; delayed due to 
global pandemic].   

Fig. 7. Correlation matrix between dependent variable [KA_cases: Kala-azar cases] and independent variables [T_max: maximum temperature; T_min: minimum 
temperature; T_avg: average temperature; RH: relative humidity; WS: wind speed, and P-density: population density] for Muzaffarpur district of Bihar state (India). 
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recognize that VBDs, such as KA, are influenced by a complex interplay 
of various factors, including local ecological conditions, socio-economic 
factors, healthcare infrastructure, and human behavior. While this study 
strived to account for these factors, it is important to acknowledge that 
additional contextual variables may exist in different geographic regions 
that could influence the dynamics of KA. Moreover, in this study, cor-
relation patterns were focused on rather than establishing statistical 
significance, in that the emphasis was on understanding the relation-
ships and magnitudes of associations using forward selection, backward 
elimination, and stepwise regression methods, providing valuable in-
sights into the variables of interest. Therefore, formal statistical tests for 
significance were not conducted. Notably, the omission of statistical 
significance testing is not uncommon, as evidenced by numerous recent 
works in the field (for example, Elbeltagi et al., 2023a, 2023b; Pradhan 
et al., 2022). 

3.3. k-fold analysis of SVR, MLR, and MLP models in capturing Kala- 
azar cases 

This section evaluates the potential of the proposed SVR-based 
model to capture KA cases in the Muzaffarpur and Saran districts and 
thereby compares it with MLR- and MLP-based models. Fig. 9 shows the 
comparisons between the observed and simulated values of KA cases 
through time series (left) and scatter plots (right) for the SVR model. A 
visual interpretation disclosed that the predictions were robust in terms 
of direction (above or below the normal) and the magnitude of KA cases. 
Fold-wise, during the training stage, fold-2 was observed to capture the 
peaks most accurately, followed by fold-1 and fold-3; however, on the 
contrary, during the testing stage, fold-3 became the most accurate 
capturer of peaks followed by fold-1 (remained comparable with the 
training stage) and fold-2. Overall, scatter plots indicated an acceptable 
correlation between the observed and simulated magnitude of KA cases 
for all folds. This demonstrates the reliable potential of the SVR-based 
model in the KA cases evaluation using the information on climate 

and population density. 
Similarly, Figs. S1 and S2 (available in supplementary material) were 

prepared to compare observed and simulated KA cases’ magnitudes 
through time series and scatter plots for MLR and MLP models, respec-
tively. A visual interpretation of both models disclosed that the pre-
dictions were more or less promising, considering both the direction and 
the magnitude of KA cases. Concerning the MLR model, fold-wise in-
spection for the training stage revealed all the folds comparable while 
capturing the peaks; however, during the testing stage, fold-3 became 
the most accurate capturer of peaks, whereas both fold-1 and fold-2 
remained comparable (coherent to the training stage). While in the 
case of the MLP model, fold-wise inspection for the training stage 
identified fold-2 as the best against the comparable performance of fold- 
1 and fold-3; the testing stage identified fold-3 as the best against the 
comparable performance of fold-1 and fold-2. Overall, scatter plots of 
both MLR and MLP indicated an acceptable correlation between the 
observed and simulated magnitude of KA cases for all folds. However, in 
the comparison, MLP was observed to perform better than MLR, and in 
general, SVR performed better than both MLR and MLP during the 
training and testing stages. Hence, it can be proclaimed with high sig-
nificance that the SVR model successfully captured the complex rela-
tionship between different climatological variables and variations in KA 
cases for the present study site. 

3.4. Comparison of SVR with MLR and MLP models for performance 
evaluation 

The performances of the simulations for the SVR-based model were 
quantified through three performance metrics, namely CC, RMSE, and 
NSE. The magnitudes corresponding to each fold are summarized in 
Table 2. Additionally, the graphical representation for mean values of 
performance metrics is shown in Fig. 10. The mean performance of the 
SVR-based model during the training period ranged between 0.81 and 
0.86 (CC), 11.01–12.83 (RMSE), and 0.65–0.73 (NSE), and that for the 

Fig. 8. Correlation matrix between dependent variable [KA_cases: Kala-azar cases] and independent variables [T_max: maximum temperature; T_min: minimum 
temperature; T_avg: average temperature; RH: relative humidity; WS: wind speed, and P-density: population density] for Saraan district of Bihar state (India). 
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testing period ranged between 0.78 and 0.85 (CC), 9.69–15.01 (RMSE), 
and 0.61–0.71 (NSE). It can be inferred from the aforementioned sta-
tistical measures that the SVR model performance remained comparable 
during both the training and testing stages. Furthermore, it can be 
demonstrated that the model training was appropriate, resulting in no 
overtraining or undertraining. Hence, the developed SVR-based model 
could better simulate the KA cases in the present study region. 

Similarly, the values corresponding to each fold for MLR and MLP 
models are summarized and graphically represented in the same tables 
and figures of SVR viz., Table 2 and Fig. 10, respectively. As mentioned 
before, the SVR-based model performance was also compared against 
MLR and MLP, keeping all other modeling conditions the same. The 
mean performance of the MLR-based model during the training period 
ranged between 0.83 and 0.84 (CC), 10.59–13.79 (RMSE), and 
0.68–0.69 (NSE), and that for the testing period ranged between 0.78 
and 0.89 (CC), 9.91–19.67 (RMSE), and 0.07–0.78 (NSE). While the 
mean performance of the MLP-based model during the training period 
ranged between 0.84 and 0.89 (CC), 10.51–12.58 (RMSE), and 
0.68–0.75 (NSE), and that for the testing period ranged between 0.75 
and 0.85 (CC), 10.62–15.83 (RMSE), and 0.53–0.67 (NSE). It can be 
inferred from the aforementioned statistical measures that the MLR and 
MLP model performance remained comparable during the training and 
testing stages. Furthermore, just like SVR-based model performance, it 
can be demonstrated that the model training for MLR and MLP was 
appropriate, resulting in no overtraining or undertraining. However, in 
comparison, SVR’s model performance was better than MLR and MLP’s. 
Whereas similar to k-fold cross-validation findings, the model 

Fig. 9. Model performance in Kala-azar (KA) cases modeling for Muzaffarpur and Saran districts considering the Support Vector Regression (SVR) model. Observed 
and simulated monthly scale KA_cases are shown through time series (left) and scatter plots (right) for all 3 folds (a, b, and c). Training and testing periods are shown 
in the time-series plots for different folds. In the scatter plots, solid black lines show the 45◦ line (1:1; line of perfect simulation), and the other two lines show best-fit 
lines for the scatter plots. 

Table 2 
Fold-wise comparison of performance metrics [Correlation Coefficient (CC), 
Root-Mean-Square Error (RMSE), and Nash–Sutcliffe Efficiency (NSE)] between 
observed and simulated Kala-azar (KA) cases during training (Trn) and testing 
(Tst) periods obtained by Support Vector Regression (SVR), Multiple Linear 
Regression (MLR) and Multilayer Perceptron (MLP) models for the Muzaffarpur 
and Saran districts of Bihar (India).  

Fold Model CC RMSE NSE 

Trn Tst Trn Tst Trn Tst 

1 SVR  0.84  0.81  12.43  11.91  0.69  0.66 
MLR  0.84  0.78  12.48  19.67  0.69  0.07 
MLP  0.84  0.82  12.58  12.39  0.69  0.63  

2 SVR  0.86  0.78  12.83  9.69  0.73  0.61 
MLR  0.84  0.78  13.79  9.91  0.68  0.59 
MLP  0.89  0.75  12.18  10.62  0.75  0.53  

3 SVR  0.81  0.85  11.01  15.01  0.65  0.71 
MLR  0.83  0.89  10.59  13.02  0.68  0.78 
MLP  0.85  0.85  10.51  15.83  0.68  0.67  

Mean SVR  0.84  0.82  12.09  12.20  0.69  0.66 
MLR  0.86  0.81  11.75  12.95  0.71  0.61 
MLP  0.83  0.81  12.29  14.20  0.68  0.48  
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performance of MLP was observed to be far better than MLR. Hence, on a 
comparative basis, it can be re-emphasized about the capability of the 
developed SVR-based model for better simulation of the KA cases in the 
present study region. Besides, the reason for better performance of SVR 
may be ascertained by additional advantages being confronted while 
using RBF kernel SVR instead of traditional SVR. As the former requires 
fewer hyperparameters, the developed model becomes more accurate 
under less grid-searching. It has been reported that SVR with RBF kernel 
becomes comparable with 2-layer neural networks, thereby exploiting 
the benefits of both traditional SVR and ANN (Achieng, 2019; Du et al., 
2021). 

4. Discussion 

Bihar is the most badly hit state in India, considering the largest 
number of KA incidences being reported coupled with the presence of 
the highest number of endemic districts (Goyal et al., 2020; Kumar et al., 
2020; Priyamvada et al., 2021; Tesfaye et al., 2017). In conjunction with 
the spatial anomaly, KA cases are largely reported from the northern 
region of Bihar (located above the Ganga river) (Fig. 4). Together, north- 
west and north-east Bihar report more than 80% of the KA cases, fol-
lowed by south-west Bihar (less than 15%), and the least cases are re-
ported from south-east Bihar. Since the scope of the present study 
remained surrounded to the most badly hit districts (Muzaffarpur and 
Saran from the north-west) of Bihar, future research on understanding 
spatial heterogeneity between best-performing region (south-east) and 
poor-performing region (north-west) of Bihar may be conducted to 
further provide research directions and possible solutions to the afore-
mentioned anomaly. However, findings from the present investigations 
on trends of KA cases, impacts of population density, and influence of 
changing climate variables in Muzaffarpur and Saran districts also 
provided deep insights regarding their inter-correlation through the ML- 
based approach. 

Coherently, the study inspected the reasons behind the profound 
impacts of KA outbreaks in study sites along with their recent fall in 
terms of numbers. For this, the study undertook population density as a 
socio-economic variable (discussed here) and climate variables in the 
changing climate context (discussed in the next paragraph). The results, 
more or less, identified the rapidly increasing population density, 
alongside high population heterogeneity, as a primary cause for KA 
outbreaks. This is because, given that humans contribute to KA trans-
mission dynamics, uneven population distribution (for instance, 90%+

settlement in underdeveloped rural areas as compared to urban) may 
result in mass congestion. Remarkably, the population density was also 
identified as a significant variable during the stepwise forward selection 
and backward elimination process for model input as well as during 

correlation analysis. Recent studies further reaffirmed the finding 
(Bhunia et al., 2013; Kumar et al., 2020). Additionally, the interlinkage 
between population density and KA incidences can also be understood 
with this analogy: on average, the population density of India is 427 
persons/km2 (https://www.macrotrends.net/countries/IND/india/po 
pulation-density), and that of Bihar state is 1,102 persons/km2 (258% 
higher than the national verage). However, the same was identified as 
more than 1,400 people/km2 in the study sites (Fig. 6), which is 328% 
and 127% higher than the national average and state average, respec-
tively. Congruently, the number of KA cases between 2016 and 2021 in 
Muzaffarpur and Saran is reported to be 1,830 and 3,372, respectively 
(Fig. 4), which is not only 11% and 20% of Bihar state but one of the 
highest in India. In spite of these disturbing figures, the number of KA 
incidences has been reported to be declining (Fig. 2). 

To determine if climate influence existed on a large and falling 
number of KA cases in Muzaffarpur and Saran districts, statistical tests 
were conducted for climate variables in the present study site, which 
included trend variations (Fig. 2), correlation analyses (Figs. 7 and 8), 
and significant variable selection/elimination tests as was discussed in 
Sects. 3.1. and 3.2. In general, the findings indicated temperature 
(T_max, T_min, and T_avg) as the most significant variable, followed by 
wind speed and then rainfall. Imperatively, the trend test indicated a 
decreasing trend in temperature between 2016 and 2021 against the 
increasing trend of rainfall and relative humidity. Since the temperature 
was recorded as a more significant variable than rainfall and relative 
humidity, it was logical that the declining warming climate would more 
negatively influence the rising KA cases than the positive influence of 
rainfall. Hence, the findings presented in this study argued that the 
decreasing temperature could be one of the possible reasons for the fall 
in KA cases. However, beyond climate influence, a fall in the KA cases 
can also be attributed to the recent developments made in the health 
infrastructure and the launching of health schemes and programs jointly 
by the Governments of Bihar and India, specific to combating KA out-
breaks [as reported by Kumar & Mishra (2015), Kumar et al. (2020), and 
Priyamvada et al. (2021)]. 

Considering the compounding effect of climate variables and popu-
lation density on KA cases, the study developed an RBF kernel-based 
SVR model, wherein temperature, wind speed, rainfall, and population 
density were used as significant input variables. In addition, to validate 
the model performance, MLR and MLP models were also developed for 
comparative analysis by conducting a k-fold (k = 3) cross-validation 
analysis (Fig. 9) and by using CC, RMSE, and NSE (refer to Table 2 
and Fig. 10). To summarize, SVR-based models alongside MLP and MLR 
models demonstrated unfailing potential in extracting the KA diseases 
patterns and outbreaks from merely limited datasets with limited study 
periods. In addition, the ML-based SVR model results reaffirmed similar 
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findings from recent literature (Goyal et al., 2020; Kumar et al., 2020; 
Priyamvada et al., 2021; Tesfaye et al., 2017). The superior performance 
of the SVR model compared to MLR and MLP models can be attributed to 
several factors. Firstly, SVR is a nonlinear regression technique that can 
capture complex relationships between the input variables (climate 
variables and population density) and the output variable (Kala-azar 
cases). This flexibility allows SVR to capture non-linear patterns and 
interactions that may exist in the dataset, providing a more accurate 
representation of the underlying relationship between the variables. 
Secondly, SVR utilizes the kernel trick, which maps the input variables 
into a higher-dimensional feature space. This transformation enables 
SVR to handle non-linear data better by implicitly performing non-linear 
transformations without specifying the transformation function. In 
contrast, MLR assumes a linear relationship between the input and 
output variables, which may not be sufficient to capture the complex-
ities present in the data. Furthermore, SVR is less susceptible to the in-
fluence of outliers compared to MLR and MLP models. SVR aims to find a 
robust hyperplane that best fits the data while maintaining a maximum 
margin of separation. This characteristic allows SVR to effectively 
handle outliers and noise in the dataset, resulting in more robust pre-
dictions. Lastly, the performance of the SVR model can be attributed to 
the appropriate selection of input variables. Through feature selection 
techniques and domain knowledge, relevant climate variables and 
population density were identified as significant factors influencing 
Kala-azar cases. This targeted selection of input variables enhances the 
model’s ability to capture the key drivers of the disease outbreak. 

This study’s originality stems from its application of machine 
learning algorithms (SVR, MLR, and MLP) to a critical public health 
concern (KA outbreaks in India), leveraging the available data to 
develop predictive models. While previous studies have explored these 
algorithms for VBD monitoring, the distinctiveness of this research 
emerges from several key aspects. Firstly, within the last decade, only a 
handful of investigations have employed these specific algorithms for 
tracking VBD outbreaks in human populations, and even fewer have 
focused on Indian conditions (Asadgol et al., 2019; Bhunia & Shit, 
2020b). Moreover, the utilization of these algorithms for studying KA 
outbreaks is relatively unexplored terrain, given its status as an 
emerging area of research. Furthermore, the unique focus on employing 
ML-based models, particularly SVR, for epidemiological data analysis 
and monitoring in the context of KA outbreaks adds to the originality of 
this work. Notably, the absence of similar studies centered on ML-based 
KA incidence modeling, especially in endemic regions like India, further 
highlights the necessity of the research. Importantly, the backdrop of 
climate change and its impact on VBDs, such as the rising incidences of 
KA, underscores the significance of results and discussion. This research 
bridges the gap in understanding the dynamics of KA outbreaks under 
changing climatic conditions, a field that demands attention due to its 
real-world implications. The novelty of the study falls under the 
framework of multimodality and integration of subjective inference and 
objective inference, as exemplified by Modi et al. (2011). Consequently, 
these findings can potentially guide new research directions, especially 
in developing and underdeveloped countries facing the challenges of KA 
incidence amidst changing climates. 

Finally, it is imperative to enumerate a couple of challenges the 
current investigation witnessed. The study focused on the Muzaffarpur 
and Saran districts of Bihar, India; the findings may not be directly 
generalizable to other regions with different ecological and climatic 
conditions. Besides ML algorithms, Deep Learning (DL) algorithms have 
achieved remarkable success in handling large-scale datasets and 
extracting intricate patterns. This study, however, does not consider 
developing a DL model for KA outbreak modeling. This limitation can be 
attributed to the fact that DL methods often require substantial data to 
achieve optimal performance, given to train models effectively and 
prevent overfitting. The present study encountered the challenge of 
working with a limited dataset comprising only six years of data on Kala- 
azar cases. This dataset was provided by the concerned health authority 

of Bihar, and thus the study had no control over the data availability. 
Given this constraint, the study thus focused on developing reliable 
machine-learning models to provide meaningful insights and policy di-
rections based on the available data. 

5. Conclusions 

This study investigated the implications of climate change on Visceral 
leishmaniasis or Kala-azar (KA) cases, which is a Vector-borne Disease 
(VBD). The KA has been reported as the second-largest parasitic killer 
globally, with a 75–95% mortality rate. Published literature has 
demonstrated the seriousness of rapidly increasing KA cases across 88 
endemic countries. More specifically, the origin of KA cases has been 
marked as South Asia, which reports more than 60% of KA cases 
annually worldwide. In the context of India, around two-thirds of the KA 
cases in South Asia are reported from Indian states, from which Bihar 
alone accounts for more than 50% of the Indian cases. Since past studies 
hypothesized climate change vulnerabilities as one of the driving causes 
of the KA outbreak, this study is oriented to focus on climate change 
implications on KA and population density as one of the socio-economic 
conditions. In addition, even though epidemic prediction systems for 
controlling VBD outbreaks have been developed in the past, the appli-
cations of the ML approaches remained untouched for modeling and 
monitoring KA cases. This study, therefore, proposed an RBF kernel- 
based Support Vector Regression (SVR) model for the most affected 
endemic regions of Bihar, viz., Muzaffarpur and Saran districts consid-
ering KA reportings from January 2016 to July 2021. The study iden-
tified dependent variables as KA_cases (Kala-azar cases) and 
independent variables as T_max (maximum temperature), T_min (min-
imum temperature), T_avg (average temperature), RH (relative humid-
ity), WS (wind speed), and P_density (population density). Significant 
variable selection was ascertained using forward selection, backward 
elimination, and stepwise regression procedures, followed by the k-fold 
cross-validation technique and the kernel-based SVR algorithm for 
classification. To compare the results of SVR, two additional models 
were developed following the same methodology, viz., Multiple Linear 
Regression (MLR) and Multilayer Perceptron (MLP). The major con-
clusions drawn from this study are as follows:  

• Temperature, wind speed, rainfall, and population density were 
identified as significant influential climate variables contributing to 
the KA outbreak.  

• A comparative analysis established the superiority of the developed 
RBF kernel-based SVR model [Correlation Coefficient (CC) = 0.82, 
Root-Mean-Square Error (RMSE) = 12.20, and Nash–Sutcliffe Effi-
ciency (NSE) = 0.66 during the training phase] as compared to its 
other counterparts, such as MLR (CC = 0.81, RMSE = 14.20, NSE =
0.48) and MLP (CC = 0.81, RMSE = 12.95, NSE = 0.61) models. The 
performance of the MLP model was marginally better than MLR.  

• Even under limited data availability, the developed RBF kernel- 
based SVR model could provide acceptable performance and be 
better than its counterparts. Hence, the developed methodology for 
the proposed SVR-based model may be useful for the data-scarce 
region prone to KA cases across the globe.  

• The RBF kernel-based SVR model successfully captures the complex 
relationship between different climatological variables and varia-
tions in KA cases. The abilities of the ML-based approaches (such as 
SVR) in extracting hidden and complex relationships between KA 
and independent variables are comparatively advantageous consid-
ering the deployment of pure climate model-simulated VBD esti-
mates, which demand expertise in climate models. The latter is 
domain-specific as against the wide interdisciplinary applications 
of the former. 

As stated above, it is also important to note that there is a need for 
building capacity systems to assist public health authorities in 
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monitoring the KA spread, learning the climate impacts of outbreaks, 
and ensuring a timelier health service. The development of ML-based 
models is one of the recent pathways being experimented within 
monitoring VBDs. The present study is a proposal for the same consid-
ering ML modeling approaches controlling the KA cases in endemic re-
gions of the globe. 
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