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Abstract—In this paper, we have presented a novel algorithm
for searching Peer-to-Peer (P2P) networks which forms power
law topology. It is completely decentralized in nature and hence is
implemented independently by each individual peer participating
in the network. Instead of flooding mechanisms, it uses random
walk and proliferation techniques to search for peers having
similar interests. Besides the search, it is also equipped to change
the neighborhoods of the peers based upon their proximity
with the queried item. This topology evolution coupled with
search proliferation helps the P2P network to form interest-based
communities, as a result of which the search efficiency of the
network improves, as more and more individual peers perform
decentralized search.
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I. INTRODUCTION

Efficient search in unstructured P2P networks is becoming a
real challenge, as the P2P user base is increasing exponentially.
Search efficiency can be improved upon by maintaining some
information from previous search experiences locally in the
peer nodes. Another alternative is to restructure the network
such that the nodes containing similar content or data profiles
are moved closer to each other. The idea essentially is to go
for a community-based semi-structured network. P2P network,
being an appropriate example of socio-technological networks
[2], inherently has the potential for developing a community
structure. Therefore, the later approach seems to be intuitively
appealing and does not involve the overhead of maintaining
search related information, as in the previous case. A brief
survey of the existing literature on P2P community formation
is presented next.

A survey on different community formation algorithms in
the context of P2P has been given in [2]. Reference [3]
proposed dynamic adaptation of the network topology, driven
by the history of successful searches. Their objective was
to maintain a list of acquaintances that connect peers that
share similar interests along with some random links. Content-
oriented and traffic-oriented restructuring of an initial random
graph topology has been studied with an objective to create a
community in [1]. A mathematical model has been setup to
evaluate the community structure property of a network in [6].
It has also designed a heuristic backtrack greedy algorithm to
optimize the evaluation metric of a given overlay network. A
novel protocol has been proposed in [4] which changes the
neighborhood of the peers based upon their proximity with
the queried item in a grid topology.

In general, it is found that there is no study on the effect of
community formation in power-law topologies even though it
has been used as a representative topology for modeling P2P
networks [6]. This work takes inspiration from our previous
work in [4]. However, the algorithms are entirely redefined to
suite the realistic power law topology.

The main objective of this paper is to propose an algorithm,
which identifies inherent community edges among peers and
evolves the topology accordingly. New edges are added among
similar nodes keeping the original overlay edges intact. The
topology evolution algorithm ensures bounded increase in the
node capacities (i.e. average number of neighbors that a node
can maintain). We also propose an evaluation metric to have
a quantitative measure of the goodness of the community
structure which has evolved.

The rest of the paper is organized as follows: section II
presents the proposed algorithm and the evaluation metrics.
Section III discusses about the experiments performed with
an analysis of the results. Finally, we conclude in section IV.

II. SEARCH ALGORITHM

This section is divided into three parts. In the first part we
describe the framework chosen to model the P2P environment.
The second part describes our community based search algo-
rithm and the third one presents the evaluation metrics.

A. Environment Definition

The factors which are important for simulating P2P environ-
ments are the network topology and the information content
of the peers, the details of which are elaborated below.

1) Topology: The initial topology of the P2P network is
considered to be power law. According to the characteristic
heavy tailed nature of power law graphs, few nodes have
very high degrees while a very large percentage has very
low degrees. Moreover, this initial degree of each node is
considered as the initial network load of each node, that is,
the average number of connections it can maintain in the P2P
network.

2) Profile Distribution: In a file sharing P2P network, each
peer has some data that it shares with other peers in the
network. The subject of that data, along with the type of search
queries that a peer generates is closely linked with its likes
and dislikes. Based on this idea, each peer in our network
design has two profiles - information profile and search profile.
The information profile (PI ) of the peer is formed from the



data which it shares with other peers in the P2P network. The
search profile (PS) of a peer is built from the informational
interest of the user. For our purpose of simulating the P2P
system, we represent the profiles as 8 bit binary values; each
of the unique 256 profiles represents a coarse-grained interest
of a peer.

The information profile is distributed in the power-law
network based upon a Zipf’s distribution, that is, some profiles
are excessively popular in the network, but most others are not
very common. The search profile is a marginally mutated bit
pattern of the information profile, which in inline with the
philosophy that a peer’s interest is similar to its information
content.

3) Query Matching: A query in this system is defined as a
8-bit binary value. Similarity of a query M and a peer’s profile
P is defined as Sim(M, P ) = d−HD(P, M) where d is the
number of bits in the profile (d = 8 in our case), HD is the
Hamming Distance between the profiles P and M.

B. The Algorithm

The community based search algorithm consists of two
parts, the dynamics of packet movement through the network
and the topology evolution initiated as a result of search.

1) Packet Movement: The search in the P2P network is
initiated at, lets say, a node (peer) U . It sends search query
message M to its neighbors, carrying the search profile (PS) of
U as the query to be searched. This message packet undergoes
random walk in the network, until it comes across a node
whose profile matches closely with the query profile. In this
case, the query packet undergoes proliferation, with the aim of
finding more nodes with similar profiles in the neighborhood.
Some of the proliferated packets also get mutated, in order to
expand the horizon of the search to similar items.

The idea of proliferation on match is to initiate an intensified
search in the neighborhood. Pulling together of nodes having
similar profiles would enable the proliferated queries to find
nodes with similar profiles faster, thus increasing the efficiency
of search.

2) Topology Evolution: Whenever there is a match with
the search query, the matched node should come closer to
the node that has initiated the search, in order to increase the
efficiency of future searches. To achieve it, we want to connect
the matched node to another node that is closer to the initiator
node, to reduce its distance from the initiator. We develop an
approximate solution to the problem of node selection.1 It is
schematically illustrated through Figure 1. We explain it next
for clarity.

EDGE ADDITION: When a search is initiated by a node
U , the query packet M makes a random walk through the
network storing the complete path it has followed. If a node
A matches with the query, then node A can look up the path

1Accurate selection of node for distance reduction requires each node to
maintain the shortest distance matrix from itself to all other nodes in the
network, so that it can select a node that is closer to the initiator node. The
high network overhead involved in dynamically maintaining the inter-nodal
distances of all nodes urged us to develop an approximate algorithm for node
selection.

Fig. 1. Random walk based search and topology evolution

it has followed and based on various parameters, it can select
an intermediate node B in the path. A community link AB
is added to reduce the distance between the similar nodes U
and A.

The factors that determine the selection of the intermediate
node B are as follows.
• Age - It is the number of times a community edge has

been added to or deleted from a node. If the age of node
A is more, then the node B will be selected closer to the
initiator node U .

• Search count - It is the number of times a node has
initiated a search. A node that has a higher search count
is expected to have a better community structure formed
around it. Therefore, if the initiator node U has a higher
search count than that of node A, then B is selected closer
to U to bring A into the community of U .

EDGE DELETION: The above scheme results in the addition
of edges; however an unbounded addition of community edges
in the network is not desirable. Hence, for every edge AB that
is added, we probabilistically delete an edge from A and B
with probabilities pA and pB respectively such that pA+pB =
1. Simultaneously, in order to limit the increase in the network
load of each node, the values of pA and pB are calculated
based on the increase in degree over the initial degree. Let us
define the relative increase in degree Xn of a node n as

Xn =
Degn − InitDegn

InitDegn
(1)

where InitDegn = initial degree of node n and Degn =
current degree of n. The corresponding values of the nodes
A and B are XA and XB , respectively. The probabilities of
deletion of a link in node A is made proportional to its relative
increase in degree. Hence the probabilities are calculated as
follows.

pA =
XA

XA + XB
, pB =

XB

XA + XB
(2)

In this scheme, only the newly added community edges
are deleted. The initial network is maintained as an overlay
network to prevent the break down of the network. This leads
to situations where we do not find any edges to delete. As



a result, a net increase in the edge count of the network is
observed during our experiments.

C. Evaluation Metrics

In order to measure the impact of the rewiring on the
network, we have designed a few metrics. These metrics
evaluate the performance of the search algorithm as well as
the goodness of community structure of the resultant graph.
They are as follows.

1) Community Structure: The aim of our algorithm is to
essentially bring the nodes having similar information profiles
closer to each other in the network. In other words, given a
search profile P , we want to bring all nodes with information
profile P closer to each other, so that finding one of them
enables us to efficiently find all of them. Here, similarity
between nodes is measured by the Hamming Distance (HD)
of their information profiles. Let this set of nodes be SP . In
order to measure their inter-nodal distance, we devise a metric
that calculates the weighted average distance δ

′
u,v between the

nodes in the network (say u and v), weighted by their degree
of similarity with the base profile P (i.e. HD(Pu, P ) and
HD(Pv, P )). This is calculated as follows.

δ
′

u,v = δu,v[1 +
HD(P, Pu) + HD(P, Pv)

2d
] (3)

where d = number of bits in the profile. This weighted distance
is averaged over all the pairs of nodes in the SP as follows.

DP =
1

|SP |2
∑

∀u,vεSP

δ
′

u,v (4)

Now, this must be calculated for all possible search profiles P .
Hence, the final metric is calculated by adding the DP for all
the 2d profiles. In order to give more weightage to the more
popular profiles, the DP is weighted by the relative frequency
of the profile P . Hence the final metric is calculated as

D =
∑

∀P

DP
N(P )

N
(5)

where N = number of nodes in the network and N(P ) =
number of nodes having profile P . A decrease in the value of
D reflects the fact that the similar nodes in the network have
moved closer to each other.

2) Search Efficiency: To measure the efficiency of search
on networks, the following metric is used.
• Total search hit count - Total number of nodes matched

in a single search attempt till TTL expires.
• Cumulative search hit count - The total number of search

hits upto t TTL.
3) Topology Overhead: The addition of edges by the al-

gorithm to the nodes causes them to maintain more number
of connections. This network overhead, incurred to make the
search more efficient, needs to be quantified. For a node n, we
define its degree as its network load. We have already defined
Xn in section II(B). This is the relative increase of a node’s
degree beyond its initial degree. Hence, we define the same
as the relative increase in the network load of node n from its

initial load. The average increase in the network load of all
nodes is calculated as

Xavg =
1
N

∑

∀n

Xn (6)

III. EXPERIMENTS

In order to test the efficiency of the algorithm, we decided
to test it in a simulated network. For this purpose, we designed
a discrete-time state-based simulator, which simulates the
algorithm repeatedly on a given network and finally outputs
the average statistics. The details are provided below.

A. Simulation Model

In our simulation framework, a single search query is
propagated up to SearchTTL hops. A set of search queries
executed on random nodes constitute a generation. All per-
formance metrics are averaged over a generation. A number
of generations performed on the same network constitute a
simulation. Multiple simulations are performed on different
networks for averaging the performance of the algorithm.

The details of simulation of the algorithm are given below.
In all the simulations we have executed the searches for 15
hops/TTL, 100 searches per generation and 10 generations of
search per simulation. 100 such simulations were performed
for averaging the results.
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Fig. 2. Trend of search hit count in different generations of search. X-axis
is the search TTL and Y-axis is the average total search hits accumulated in
x TTL, i.e. cumulative search hits.

B. Simulation

The algorithm is run on a power law network of 1000
nodes and 3984 edges, thus having an average degree of 7.968.
Gamma of the degree distribution is 1.95.

Averaging the results over all the simulations, we find that
on average 2102 edges were added to the network, producing a
52.76% increase in the number of edges. The resultant increase
in network load Xavg was 60.11%. Figure 2 shows the trend of
cumulative search hits over search TTL in different generations
of search. As is evident, search in generation 10 picks up
much faster than search in lower generations (say 1). Also,



figure 4 shows the total search hit count in each generation.
We see that there is continuous increase of around 7% per
generation in the search results. Finally, in Figure 3, we find
the value of the metric proposed in section II(C) decreases
over generations, signifying that the similar nodes in the
network have moved closer to each other. This confirms that
the underlying community structure has successfully formed
with time.
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Fig. 3. Variation of the community metric with generations of search. The
X-axis is the generations of search, and Y-axis is the value of the community
metric after x generations.

C. Fairness Test

As observed in the simulation, an overhead of increased av-
erage degree is incurred by the network to improve the search
efficiency. The obvious question that arises is whether our
search efficiency by community edge addition produces better
results compared to random edge addition in an equivalent
graph. In other words, if we are to let the system incur the cost
of increased degree, then does community edge addition by our
algorithm produce better results than random edge addition.

In order to answer this question, the same search algorithm
without any topology evolution is executed on the same initial
power law network of 1000 nodes and 3984 edges. As more
edges get added to the actual network, equivalent number of
edges are added randomly to the equivalent network. Also,
the proliferation rate is so maintained such that the average
number of packets generated while searching remains same in
both the networks.

The final results are shown in figure 4. As we can see,
keeping all other factors like network size and packets gen-
erated constant, we find that the total hit count (averaged
over multiple simulations) is more in case of community edge
addition. After 10 generations of search, the community edge
addition produces 12.7% more results per search than random
edge addition. This shows that the community formation def-
initely produces more optimized graph structure, with respect
to random search, compared to random edge addition to the
initial network.
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Fig. 4. Total search hit count per search with respect to generations of search.
The X-axis is the generations of search, and the Y-axis gives the average total
search hit generated in the xth generation.

IV. CONCLUSION AND FUTURE WORK

We have presented the performance of our proposed search
algorithm and have demonstrated that it successfully improves
the performance of random walk based search algorithms.
Also, we have proposed a new metric to evaluate search related
community structures in P2P networks. Our future work
include the development of a mathematical framework for
theoretical evaluation of the performance and also analyzing
the performance of this algorithm in other network topologies
like random graphs and small world networks.
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