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ABSTRACT

The networked opinion diffusion in online social networks (OSN) is
governed by the two genres of opinions–endogenous opinions that
are driven by the influence of social contacts between users, and
exogenous opinions which are formed by external effects like news,
feeds etc. Such duplex opinion dynamics is led by users belonging
to two categories– organic users who generally post endogenous
opinions and extrinsic users who are susceptible to externalities,
and mostly post the exogenous messages. Precise demarcation of
endogenous and exogenous messages offers an important cue to
opinion modeling, thereby enhancing its predictive performance.
On the other hand, accurate user selection aids to detect extrinsic
users, which in turn helps in opinion shaping. In this paper, we
design CherryPick, a novel learning machinery that classifies the
opinions and users by solving a joint inference task in message and
user set, from a temporal stream of sentiment messages. Further-
more, we validate the efficacy of our proposal from both modeling
and shaping perspectives. Moreover, for the latter, we formulate
the opinion shaping problem in a novel framework of stochastic
optimal control, in which the selected extrinsic users optimally
post exogenous messages so as to guide the opinions of others in a
desired way. On five datasets crawled from Twitter, CherryPick
offers a significant accuracy boost in terms of opinion forecasting,
against several competitors. Furthermore, it can precisely deter-
mine the quality of a set of control users, which together with the
proposed online shaping strategy, consistently steers the opinion
dynamics more effectively than several state-of-the-art baselines.
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1 INTRODUCTION

Research on understanding opinion dynamics, from both model-
ing and control perspectives, abounds in literature, predominantly
following two approaches [1–15]. While the first approach that is
grounded on the concepts of statistical physics, is barely data-driven
and therefore shows poor predictive performance [1–3, 7–15], the
second class of models aims to overcome such limitations, by learn-
ing a tractable linear model from transient opinion dynamics [4–6].
∗Now affiliated to MPI for Software Systems, Germany. Email: ade@mpi-sws.org

This paper is published under the Creative Commons Attribution 4.0 International
(CC BY 4.0) license. Authors reserve their rights to disseminate the work on their
personal and corporate Web sites with the appropriate attribution.
WWW 2018, April 23–27, 2018, Lyon, France

© 2018 IW3C2 (International World Wide Web Conference Committee), published
under Creative Commons CC BY 4.0 License.
ACM ISBN 978-1-4503-5639-8/18/04.
https://doi.org/10.1145/3178876.3186121

Barring the individual limitations of these existing approaches, they
all have looked into the opinion dynamics phenomenon through
the tinted glass of a naive assumption – that of absence or lack of
external effects, despite empirical evidences advocating the pres-
ence of such signals [16–20]. As a result, the existing models “as it
is” only perform modestly in predicting the opinion dynamics.

Since a social network is an open system encouraging both in-
ward and outward flow of information, a continuous flux of external
information is funneled to its users, via a gamut of sources like
news, feeds, etc. As a result, a networked opinion formation process
that involves extensive interactive discussions between connected
users, is also propelled by such external sources recommended to
those users. Therefore, at the very outset, we observe two fami-
lies of opinions – endogenous opinions which evolve due to the
influence from neighbors, and exogenous opinions that are driven
mostly by the externalities. Such dual dynamics further brackets
the users into two categories: organic users who predominantly
express endogenous opinions, and extrinsic users who largely post
exogenous contents– together, they organically guide the coupled
opinion diffusion process in a social network. In most practical
situations, neither true labels of the posts (endogenous or exoge-
nous), nor the users (organic or extrinsic) are available. Therefore,
accurate unsupervised labeling of the users and their posts offers
a sophisticated trait in opinion modeling– thereby boosting the
predictive performance for a broad spectrum of applications like
pole-prediction, brand sentiment estimation, etc.

Besides prediction, accurate user classification has an immense
potential impact on opinion shaping. An effective user categoriza-
tion technique helps us spot extrinsic users, i.e. people who are
susceptible to external posts. Such users can be easily actuated in
an opinion shaping task, in which feeds or news are posted on their
walls, in order to steer the opinions of others to a given state. The
task of opinion shaping has been taken up recently by [7–14, 21],
however none of the existing opinion shaping approaches aims to
identify the extrinsic users, which renders the control strategies
practically ineffective. Moreover, the approach in [21] assigns the
control signals to each and every node, which in essence means
that each user is a control user who governs the opinions of others;
consequently, their proposal falls wayside of any practical impor-
tance. A couple of recent works [22, 23] adopt a similar direction,
which, however, focus on entirely different applications, e.g. smart
broadcasting and activity maximization.

In this paper, our goal is to demarcate endogenous and exoge-
nous messages, classify organic and extrinsic users, and finally
demonstrate the utility of our proposal both from opinion model-
ing and especially opinion shaping viewpoints, where for the latter,
we devise an efficient control mechanism, in order to curate the
overall opinion dynamics in a favorable manner.
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Proposed approach: We initiate our investigation by positing the
dynamics of organic opinion in the presence of exogenous actions,
using our previously proposed model SLANT [6]. It allows users’
latent endogenous opinions to be modulated over time, by both en-

dogenous and exogenous opinions of their neighbors, expressed as
sentiment messages (Section 3).

Subsequently, we propose CherryPick, a principled learning
mechanism that optimally demarcates the endogenous and exoge-
nous opinions, and classifies organic and extrinsic users. In order
to categorize messages as well as the corresponding users, we aim
to select the set of events that comply with the organic dynamics
with a high confidence, i.e. a low variance of influence estimation.
To this end, we devise this problem as a joint inference task of both
message and user category. We find that this proposed inference
problem can be formulated as an instance of cardinality constrained
multidimensional submodular maximization problem. To solve this
optimization problem, we design a novel greedy approach which
too, like an ordinary greedy submodular maximization algorithm,
enjoys a (1 − 1/e) approximation bound (Section 4).

In order to show the efficacy of our user selection approach, we
propose an opinion shaping task cast as a novel stochastic optimal
control problem. In a marked departure from the prior works, we
tackle the shaping problem by decoupling the intensities of the
selected extrinsic users, into exogenous (η(t )) and endogenous parts
(λ(t )), where the exogenous rate is associated with a cost to limit the
number of control messages. We find that the optimal value of this
multidimensional control signal linearly depends on the current
opinion, thus giving a simple, yet scalable closed loop solution to
the shaping problem (Section 5).

Finally, we perform experiments on a set of five diverse datasets
crawled from Twitter and show that CherryPick by classifying
endogenous and exogenous messages, helps in achieving a substan-
tial performance boost in forecasting opinions. Furthermore, we
observe that the selected extrinsic users, along with the proposed
shaping strategy, consistently steer the opinion dynamics of others
more effectively than several baselines (Section 6).
Contributions: Summarizing, our main contributions in this pa-
per are twofold:
1.Anunsupervised demarcation approach:Our proposal offers
CherryPick, a novel unsupervised learning algorithm that jointly
classifies a stream of unlabeled messages, and their users, in the
scenario of opinion dynamics. In principle, CherryPick is a greedy
algorithm that maximizes a novel function f , an inverse measure
of parameter variance. We find that f enjoys a joint submodular
property in both user and message-set, affording provable approxi-
mation guarantees from the proposed algorithm. Despite complex
inter-dependencies between the message streams, the presence of
such an important function, we believe, is a surprising and key
observation.
2. Opinion shaping by actuating extrinsic users: To establish
the utility of extrinsic user identification, we develop a novel sto-
chastic opinion control framework that computes the optimal con-
trol message intensities, with which the extrinsic users should post,
so as to guide the opinion dynamics in a desired way. In a marked
departure from prior works, our proposal offers a closed loop feed-
back control policy that computes the required message intensities
online.

2 RELATEDWORK

Opinion modeling and their applications have been widely studied
in different guises in many years. In this section, we review some
of them, from three major perspectives– (i) opinion dynamics mod-
eling, (ii) opinion sensing, and (iii) opinion shaping.
Opinion dynamics modeling.Modeling the evolution process of
opinion flow over networks, mostly follows two approaches, based
on (a) statistical physics and (b) data-driven techniques. The first
type of models, e.g. Voter, Flocking, DeGroot, etc. is traditionally
designed to capture various regulatory real-life phenomena e.g.
consensus, polarization, clustering, coexistence etc. [1–3, 24–31].
Voter model [1] is a discrete opinion model, where opinions are rep-
resented as nominal values, and copied from influencing neighbors
in every step. This underlying principle is still a major workhorse
for many discrete opinion models [3, 24–29, 31]. In contrast to these
models, Flocking and DeGroot are continuous opinion models. In
Flocking model and its variations [30], a node i having opinion
xi first selects the set of neighbors j with |xi − x j |≤ ϵ , and then
updates its own opinion by averaging these opinions. DeGroot
model [2], on the other hand, allows a user to update her opinion
with the average opinions of all her neighbors. In this model, the
underlying influence matrix is row stochastic, enforcing consensus
for a strongly connected graph. The second class of models, e.g.
Biased Voter, AsLM, SLANT, etc. aims to learn a tractable linear
model from a temporal message stream reflecting transient opinion
dynamics [4–6]. While a Biased Voter model [4] unifies various
aspects of DeGroot and Flocking models, AsLM [5] generalizes the
DeGroot model by relaxing the structure of influence matrix. In con-
trast to these models that ignore the temporal effects of messages
(post-rate), SLANT [6] blends the opinion dynamics along with the
message dynamics, using a stochastic generative model. However,
all these approaches skirt the effect of externalities, which severely
constrains their forecasting prowess.
Opinion sensing: Sensing opinions, or mining sentiments from
textual data traditionally relies on sophisticated NLP based ma-
chineries. See [32, 33] for details. Both these monographs provide
a comprehensive survey. In general, LIWC [34] is widely consid-
ered as benchmark tool to compute sentiments from rich textual
data. On the other hand, Hannak et al. developed a simple yet ef-
fective method for sentiment mining from short informal text like
tweets [35], also used by [5, 6]. Recently, a class of works [36–38]
designs simple supervised strategies to sense opinion spams, and
some of them [37, 38] also advocates the role of temporal signals
on opinion spamming. Note that, exogenous opinions are funda-
mentally different from opinion spams. In contrast to a spam which
is unsolicited and irrelevant to the discussion, an exogenous post
is often relevant, yet just an informed reflection of some external
news or feeds. Also, since spamminess of a message is its intrinsic
property, it does not depend on the messages before it. However,
an exogenous post when retweeted, can become endogenous (see
Table 3). Furthermore, the opinion spam detection techniques rest
on the principle of supervised classification that in turn requires
labelled messages. However in the context of networked opinion
dynamics, the messages (tweets) come unlabeled, which renders
the spam detection techniques practically inapplicable for such
scenarios.
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Opinion control: Opinion shaping has been studied mostly by
the control theorists [7–14]. These works emphasize consensus
control, and therefore have limited applicability in most practical
scenarios. Furthermore, most of them assume control opinions as
continuous signals, whereas in practice, the expressed opinions
are discrete events observed only through the messages or posts.
Only very recently [21] attempts to overcome these limitations by
modeling control signals as discrete epochs, which, however, offers
an approximate and computationally inefficient solution.

3 MODEL FORMULATION

In this section, we first revisit the model of opinion dynamics in
the absence of exogenous actions [6], and then describe the same
in the presence of exogenous actions.

3.1 Problem setup

We use two sources of data as input: a directed social network
G = (V, E) of userswith the connections between them (e.g. friends,
following, etc), and an aggregated history U(T ) of the messages
posted by these users during a given time-window [0,T ). In this
paper, we summarize each message-event ei ∈ U(T ) using only
three components, the user ui who has posted the message, the
opinion or sentiment value ζi associated with the message, and the
timestamp ti of the post. Therefore,U(T ) := {ei = (ui , ζi , ti )|ti <
T }. We also useU(t ) to denote the set of messages collected until
t < T .

In a spirit similar to the one proposed in [6], we assume that
the history of events until time t influences the arrival process of
events after time t . However, in a direct contrast to [6] which skirts
the potential influence from externalities, we posit that the message
events belong to two categories– endogenous and exogenous. At the
very outset, the arrivals of endogenous events are driven by the
previous events in the network, while exogenous events are the
rest, originating from external influence, outside the given social
network. Note that the distinction between endogenous and exoge-
nous events is not directly observable from the data, but needs to be
inferred from the characteristics of the event sequence. To this end,
we denoteH (t ) and C(t ) as the sets of endogenous and exogenous
events respectively, observed until time t , withU(t ) = H (t ) ∪ C(t ).
At a user level, we denote Hu (t ) = {(ui ,mi , ti )|ui = u and ti < t}
as the collection of all endogenous messages with sentimentmi ’s,
posted by user u until time t . Therefore, ∪u ∈VHu (t ) = H (t ).
To model the endogenous message dynamics, we represent the
message times by a set of counting processes denoted as a vector
N (t ), in which the u-th entry, Nu (t ) ∈ {0} ∪Z+, counts the number
of messages user u posted until time t . Then, we characterize the
message rates with the conditional intensity function

E[dN (t ) | U(t )] = λ∗(t )dt , (1)

where dN (t ) := ( dNu (t ) )u ∈V counts the endogenous messages
per user in the interval [t , t + dt ) and λ∗(t ) := ( λ∗u (t ) )u ∈V denotes
the user intensities that depend on the historyU(t ). We denote the
set of user that u follows by N (u).
Opinion dynamics in absence of exogenous actions [6]: For
clarity, we briefly discuss the proposal by De et al. [6], that ignores
the effect of exogenous messages. The user intensities λ∗u (t ) are
generally modeled using multivariate Hawkes Process [6, 39–42].

In absence of exogenous actions, i.e., when U(t ) = H (t ), we have:

λ∗u (t ) = µu +
∑

v ∈N(u)
bvu

∑
ei ∈Hv (t )

κ(t − ti ). (2)

Here, the first term, µu ⩾ 0, captures the posts by useru on her own
initiative, and the second term, with bvu ⩾ 0, reflects the influence
of previous posts on her intensity (self-excitation). The users’ latent
opinions are represented as a history-dependent, multidimensional
stochastic process x∗(t ):

x∗u (t ) = αu +
∑

v ∈N(u)
avu

∑
ei ∈Hv (t )

miд(t − ti ) (3)

where the first term, αu ∈ R, models the original opinion a user
u and the second term, with avu ∈ R, models updates in user
u’s opinion due to the influence from previous messages of her
neighbors. The influnce values, in practice, may depend on various
network properties [43–45]. Here, κ(t ) = e−ν t and д(t ) = e−ωt

(where ν , ω ⩾ 0) denote exponential triggering kernels, which
models the decay of influence over time. Finally, when a user u
posts a message at time t , the message sentiment m reflects the

expressed opinion which is sampled from a distribution p(m |x∗u (t )).
Here, the sentiment distribution p |x∗u (t ) is assumed to be normal,
i.e. p(m |xu (t )) = N (xu (t ),σu ).

3.2 Opinion dynamics with exogenous events

As introduced before, C(t ) is the collection of exogenous mes-
sages posted until time t . Similar toHu (t ), we also specify Cu (t ) =
{(ui ,wi , ti )|ti < t ,ui = u} as the set of exogenous messages posted
by user u until time t . To make a clear distinction, we usemi and
wi for endogenous and exogenous message sentiments (expressed
opinions) respectively. In order to represent the arrival times of the
exogenous message set C(t ), we introduce an additional counting
processM(t ) that regulates the rate of publication of the correspond-
ing opinionswi . Note that, we do not aim to model the dynamics of
exogenous events, since their source is not known to us. However,
we assume that every exogenous post influences the subsequent
endogenous events in the same manner as the previous endoge-
nous events. This is because a recipient user cannot distinguish
between exogenous or endogenous posts made by her neighbors.
Now, we present the dynamics of latent opinion x∗u (t ) of user u, in
the presence of exogenous messages in the following.

x∗u (t ) = αu +
∑

v ∈N(u)
avu

( ∑
ei ∈Hv (t )

miд(t − ti ) +
∑

ei ∈Cv (t )
wiд(t − ti )

)
(4)

where, the last term captures signals from exogenous posts. Simi-
larly, the endogenous message rate λ∗u (t ) of a user u evolves as,

λ∗u (t ) = µu +
∑

v ∈N(u)
bvu

( ∑
ei ∈Hv (t )

κ(t − ti ) +
∑

ei ∈Cv (t )
κ(t − ti )

)
. (5)

Note that same parameters, avu and bvu , are used to model the
effect of endogenous and exogenous processes, on both opinion
and message dynamics. The above equation can be equivalently
written as:

x∗(t ) = α +
∫ t

0
Aд(t − s)[m(s) ⊙ dN (s) +w(s) ⊙ dM(s)] (6)

λ∗(t ) = µ +
∫ t

0
Bκ(t − s)[dN (s) + dM(s)]. (7)
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Here A = (avu ) ∈ R |V |×|V | , B = (bvu ) ∈ R |V |×|V |+ , x∗(t ) =
(x∗u (t ))u ∈V . Similarly we define λ∗(t ), m(s), w(s). Furthermore, the
exogenous intensity is given by: E[dM(t )|U(t )] = η(t ). We do not
aim to model η(t ). However, we do utilize it during opinion shaping
in section 5.

By defining, P (t ) := N (t ) + M(t ), as the counting process associ-
ated withU(t ), we further simplify Eqs. (6) and (7) as,

x∗(t ) = α + A

∫ t

0
д(t − s)[ζ (s) ⊙ dP (s)] (8)

λ∗(t ) = µ +
∫ t

0
κ(t − s)BP (s). (9)

SDE based representation: Given the triggering kernels to be ex-
ponential, the resulting opinion and event dynamics are Markovian,
and therefore can be represented as jump stochastic differential
equations. This representation will be subsequently used in Sec-
tion 5 for opinion shaping, where the exogenous sentimentsw(t )
and posts represented by the counting processM(t ), will act as the
control signals to regulate the endogenous opinions x∗(t ).

Proposition 1. Given the triggering kernel д(t ) = e−ωt and

κ(t ) = e−ν t , the tuple (x∗(t ),λ∗(t )) following Eqs. (6)- (7), is a Markov

process, whose dynamics are defined by the following marked jumped

stochastic differential equations (SDE):

dx∗(t ) = ω(α − x∗(t ))dt + A[m(t ) ⊙ dN (t ) +w(t ) ⊙ dM(t )]
dλ∗(t ) = ν (µ − λ∗(t ))dt + B dN (t ) + BdM(t ). (10)

The proposition can be easily proved by differentiating Eqs. (6)
and (7) respectively. A formal proof is given in [46].

4 DEMARCATION OF MESSAGES AND USERS

In this section, we propose a novel technique for demarcating exoge-
nous C(T ) and endogenous postsH (T ) from a stream of unlabelled
messagesU(T ) gathered during time [0,T ). Additionally, we also
set about the task of identifying extrinsic users from organic users.
Extrinsic users are the ones who collectively post the majority of
exogenous content, while organic users mostly discuss the opinions
already circulating in the network. Then, based on the categorized
posts, we find the optimal parameters α , µ, A and B by solving
a maximum likelihood estimation (MLE) problem. From now on-
wards, we would write U(T ), H (T ), C(T ) as UT , HT and CT to
lighten the notations. Furthermore, we denote the organic and
extrinsic users as O and I respectively, with I = V\O.

Now, we sail to design an unsupervised learning algorithm to iso-
late the endogenous eventsHT and exogenous events CT from the
stream of unlabeled sentiment messagesUT , which is equivalent
to assigning each event e ∈ UT into HT or CT . This is achieved
by extracting the set of events that comply with the endogenous
dynamics with high confidence that in-turn is indicated by a low
variance of estimated parameters. More in detail, given a candidate
set of endogenous eventsHT and a candidate set of organic users
O, the opinion parameters AO = (Au )u ∈O ,αO = (αu )u ∈O can be
estimated by maximizing the likelihood ∑

i logp(mui |x∗ui (ti )), i.e.,
minimizing the following,

min
AO,αO

∑
ei ∈HT
u ∈O

σ−2
(
mu (ti ) − αu −

∫ ti

0
д(t − s)(ζ (s) ⊙ dP (s))TAu

)2

+ c | |AO | |2F +c | |αO | |22 . (11)

Here, the first term is derived using the Gaussian nature of p |x∗u (t )
and the last two are the regularized terms. The optimal parameters
(ÂO , α̂O ) depend on the candidate set of endogenous messages
HT . Moreover, various choices of O ⊆ V and HT ⊆ UT give
different AO and αO , with different parameter variance. To this
end, we compute the estimation covariance as,

Σ(HT ,O) := E(θ̂ − θ )(θ̂ − θ )T , θ := vec([AO , αO]). (12)

Here the expectation is taken over the noise process induced while
getting the message sentimentmi , from the opinion x∗ui (ti ) accord-
ing to distribution p(mi |x∗ui (ti )). Prior to going into the selection
mechanism ofHT and O, we first look into the expression of co-
variance matrix Σ in the Lemma 2. Note that, the inference problem
given by Eq. (11) is that of regularized least squares estimation, and
so the covariance matrix for the optimal parameters can be derived
in a closed form given in the following:

Lemma 2. For a given endogenous message-set HT and organic

user-set O,
Σ(HT ,O) = diag

u ∈O
(cI + σ−2 ∑

ei ∈HT
ϕui ϕ

uT
i )
−1 (13)

where, ϕui = 1ui=u [
∫ti

0 д(t − s)ζ (s) ⊙ dP (s), 1]. 1X is the indicator

function with respect to X .

Our objective is to identify O and HT , given their sizes NO
and NH respectively, so that Σ(HT ,O) is small. Such a set of se-
lected users O and demarcated message-setHT would then follow
endogenous opinion dynamics more faithfully than their comple-
mentsV\O andUT \HT respectively. In order to compute the best
candidate forHT and O, we need to minimize a suitable function
Ω(HT ,O) which is some measure of Σ(HT ,O). Now, we define,

Ω(HT ,O) := tr [log Σ(HT ,O)] , (14)

where log Σ is the matrix logarithm of Σ. We observe that,
tr [log Σ(HT ,O)] = log [det(Σ(HT ,O))]. Therefore Ω(HT ,O) can
also be viewed as a complexity measure of Σ(HT ,O) [47], that
makes it a good candidate for minimizing Σ. In fact, minimizing
Ω(HT ,O) is equivalent to minimizing the sum of logarithms of
eigenvalues of Σ, which would effectively make Σ(HT ,O) as small
as possible. Hence, by defining f (HT ,O) := −Ω(HT ,O), we pose
the following optimization problem to obtain the best cardinality
constrained candidate setsHT , and O:

maximize
O∈V, HT ∈UT

f (HT ,O)

subject to, |O|= NO , |HT |= NH (15)

We will rely on a greedy heuristic for maximizing f (Algo-
rithm 1), that, we would show later, gives an (1−1/e) approximation
bound. Before going to that, we first specify two properties defined
for any multidimensional set function h(X1,X2) in general (Defini-
tion 3) . We would show that, f specifically enjoys these properties,
thereby affording an approximation guarantee from the proposed
simple greedy algorithm.

Definition 3. A multidimensional set function h(X1,X2) in two

set arguments X1 ⊆ U1 and X2 ⊆ U2, with U1 ∩ U2 = ∅, is said to

be (i) Conditionally submodular (monotone), if h is submodular

(monotone) in X1, while keeping X2 fixed and vice versa; (ii) Jointly
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submodular, if for any two sets X1 ⊆ X 1 and X2 ⊆ X 2, x ̸∈ X 1 and
y ̸∈ X 2, then h(X1 ∪ x ,X2 ∪ y) − h(X1,X2) ≥ h(X 1 ∪ x ,X 2 ∪ y) −
h(X 1,X 2), and jointly monotone, if h(X1 ∪ x ,X2 ∪ y) ≥ h(X1,X2).

Note that, the joint submodularity of h(X1,X2) is different from
the traditional bisubmodular propertywhich is often encountered in
the submodular optimization literature [48–53]. While a bisubmod-
ular function h(X1,X2) is defined over two similar type of subsets
X1 and X2 of same universal set U (i.e. X1,X2 ⊆ U ), the input sets
X1 and X2 in Definition 3 are very different subsets selected from
two separate universal setsU1 andU2. Indeed, in our context too,
the set argumentsHT and O for f of our proposal are drastically
different subsets with two unalike universal sets (UT andV). Con-
sequently, the existing techniques of bisubmodular optimization
cannot be applied to solve (15).

Theorem 4 (Characterizing f ). (i) f (HT ,O) is condition-
ally submodular and monotone in each of HT and O. (ii) If
V(HT ) ⊆ O, where V(HT ) is the set of users of the message set

HT , then f (HT ,O) is jointly submodular andmonotone in both
HT and O.

Proof Idea: The key to the proof of (i) relies on mapping the
given set-function f to suitably chosen continuous functions д1(p)
and д2(p), so that, д1(1) > д1(0) and д2(1) < д2(0) imply the condi-
tional monotonicity and submodularity of f respectively. The rest
of the proof of (i) focuses to show that d

dpд1(p) > 0 and d
dpд2(p) < 0

which ensures д1(1) > д1(0) and д2(0) > д2(1). Such a method is
adopted in networked-controllability analysis [54], that is gener-
alized here for more complex networked dynamical systems. The
proof of part (ii) follows directly from part (i) of the theorem. A
detailed proof is provided in [46].

Note that, Part (ii) of the above theorem operates on an implicit
assumption that, V(HT ) ⊆ O; in words, the users of message
set HT belong to O. Otherwise, if we suppose v ∈ V(HT ) but
v ̸∈ O, then the events posted by user v , i.e. the vectors ϕvi are not
contributing to f (HT ,O). Therefore f (HT \{ev },O) = f (HT ,O),
where ev is an message posted by user v . So, the assumption speci-
fies a choice for minimal user-set O for f (HT ,O), and hence is not
restrictive.

Maximization of f (HT ,O): Since f is jointly submodular in
HT and O, its maximization requires further modification of the
traditional greedy approach adopted for maximizing submodular
function of a single set [55]. The maximization routine is formally
shown in Algorithm 1. At each step, it greedily adds event e to
HT and the user u to O sequentially, by maximizing the marginal
gain f (HT ∪ {e},O ∪ {u}) − f (HT ,O) (step 7, Algorithm 1) , until
the total number of users reaches NO (step 5–11). Once |O| hits
NO , it does not add any further user, but keeps choosing events e
fromHT , that maximizes f (HT ∪ {e},O)− f (HT ,O) until theHT
reaches NH .
Perhaps surprisingly, the modified greedy algorithm too, achieves
a constant (1 − 1/e) fraction of maximum of f (HT ,O).

Lemma 5 (Solution-qality). Algorithm 1 admits an (1−1/e)
approximation bound for f (HT ,O).

Algorithm 1: Υ=CherryPick (f ,NO ,NH ,V ,UT )
1: Initialization:
2: HT ← ∅, O ← ∅, I ← V, CT ← UT
3: General subroutine:
4: while |HT |< NH do

5: if |O |< NO then

6: /*Choose e and u in a greedy manner */
7: (e, u)← arg maxe,u f (HT ∪ {e }, O ∪ {u }) − f (HT , O)
8: CT ← CT \{e }, I ← I\{u }
9: /*Update endogenous message-set and user-set */
10: HT ← HT ∪ {e }, O ← O ∪ {u }
11: end if

12: /*The user budget is reached. |O |= NO
So, select only messages from now on. */

13: e ← arg maxe∈UT f (HT ∪ {e }, O) − f (HT , O)
14: CT ← CT \{e }
15: /*Update only endogenous message-set */
16: HT ← HT ∪ {e }
17: end while

18: Υ = (HT , O, CT , I)
19: return Υ.

The overview of the proof is similar (yet not identical) to that of
ordinary submodular function [56]. The key to the proof is sequen-
tially updating the lower bound of the f obtained in Algorithm 1,
using its joint submodularity. Such a lower bound, after a large
number of updates, approaches to (1 − 1/e). For the sake of brevity,
the proof is omitted here, but is given in [46].
The users other than the selected organic ones I = V\O are the
extrinsic users who would be actuated for steering the opinion of
others during opinion control in Section 5.

Algorithm 2: Parameter Estimation
1: Input: NO, NH ,G, UT
2: Output: (α ∗, µ∗, A∗, B∗)
3: /*First find the endogenous messages */
4: (HT , O, CT , I)=CherryPick (f , NO, NH ,V , UT )
5: /*Estimate parameters over only HT */
6: (α ∗, µ∗, A∗, B∗) = argmax L(α , µ, A, B |HT , O)
7: return α ∗, µ∗, A∗, B∗ .

The event-set HT thus obtained would be used next to esti-
mate all the parametersA, µ,α ,B (See Algorithm 2) by maximizing
L(α , µ,A,B |HT ,O) which is same as,∑
ei ∈HT

p(mui |x∗ui (ti )) +
∑

ei ∈HT
log(λui (ti )) −

∑
u ∈O

∫T
0
λ∗u (s)ds .

Since L is concave function, one can maximize this efficiently. We
adopt the method given by the authors in [6], which can accurately
computes the parameters.

5 STEERING OPINION DYNAMICS

In this section, we formally state the online opinion shaping prob-
lem, and then we tackle it from the perspective of stochastic control
of jump SDEs (Eqs. (16)). First, we modify the endogenous dynamics
given by Eq. (10) from control viewpoint.

dx∗(t ) =ω(α − x∗(t ))dt + Am(t ) ⊙ dN (t ) +CdM+(t ) −CdM−(t )
dλ∗(t ) =ν (µ − λ∗(t ))dt + BdN (t ) + DdM(t ) (16)

In words, a set of users control the endogenous opinion process
x∗(t ), by posting positive (+1 opinion) and negative messages (−1
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opinion) associated with counting processM+(t ) andM−(t ). Here
C and D are matrices of size |V|×|I|. They are submatrices of A
and B respectively, induced by the selected control users. That is,
C = AV,I and D = BV,I . Our objective is to find the intensity
of η±(t ) of the control counting processes M±(t ), that optimally
steer the opinions of the users in a desired way. Additionally, we
assume that ξmax(B) << 1. In reality, we actually found that most
datasets satisfy this property, that is the temporal influences take
quite small numbers.

5.1 The online opinion shaping problem

Given a directed networkG = (V, E) and a small set of control users
I, we aim to find the optimal control intensity η±(t ) that minimizes
the expected value of a particular loss function ℓ(x∗(t ),λ∗(t ),η±(t ))
of the overall endogenous opinions of the network, and the control
rates over a time window (t0, tf ], i.e.,

min
η±(t )

E[ϕ(x∗(tf ))+
∫ tf

t0

ℓ(x∗(t ),η±(t ))dt]. (17)

We define ℓ(x∗(t ),η±(t )) as,
1
2

(x∗(t ) − xTrack)T Q (x∗(t ) − xTrack) +
∑

s ∈{+1,−1}
ηsT (t ) S ηs (t )

& ϕ(x∗(tf )) =
1
2

(x∗(tf ) − xTrack)T F (x∗(tf ) − xTrack). (18)

Here xTrack is the desired opinion-vector to which the controller
aims to steer. Furthermore, using penalty term for η±(t ) in the
expression of ℓ(x∗(t ),η±(t )), we will limit the number of posts we
steer. HereQ , F and S are p.s.d matrices withQi j ≥ 0, Fi j ≥ 0 and
Si j ≥ 0 for all i, j ∈ [n].

5.2 Stochastic optimal control (SOC) algorithm

At the very outset, our aim is to compute η±(t ), by minimizing the
loss proposed above (Eq. (18)). To this aim, we first define an optimal
cost-to-go function J and then, using the Bellman’s principle of
optimality [57], we derive and finally solve the Hamilton-Jacobi-
Bellman (HJB) equation to find the optimal control intensity.

While, solving such an SOC often follows the standard roadmap [58]
adopted here, the challenges across different milestones are quite
application specific, and therefore lacks a unified solution proposal.
Hence, in the context of our problem, we follow a similar direction,
tackle the difficulties at different steps, and finally provides a novel
closed form expression of the cost to go J that in turn is used to
compute η±(t ).

The optimal cost-to-go J (x∗(t ),λ∗(t ), t ) is defined as,

J (x∗(t ),λ∗(t ), t ) = min
η±(t,tf ]

E[ϕ(x∗(tf )) +
∫ tf

t
ℓ(x∗(t ),η±(t ))dt] (19)

which is the minimum of the expected cost value of going from the
state (x∗(t ),λ∗(t )) at time t to the final state at time tf ,

The value of this cost-to-go function J (x∗(t ),λ∗(t ), t ) would be
used to find the optimal control η±(t ). Therefore we set about for
accurate estimation of J . To this aim, we first find the differential
expression d J using Bellman’s principle of optimality [57, 58].

Theorem 6 (Differential HJB eqation). [58] The optimal

cost-to-go function defined by Eq. 19 satisfies the following differential

equation:

min
η±(t,t+dt ]

{E
[
d J (x∗(t ),λ∗(t ), t )

]
+ ℓ(x∗(t ),η±(t ))dt} = 0. (20)

In order to solve Eq. (20), we expand the differential d J by using
chain rule, i.e. differentiating w.r.t all the variables x∗(t ),λ∗(t ) and t ,
and take into account of the jump process dN (t ) and dM(t ). Finally
we have:

Lemma 7. The HJB equation given by Eq. 20 on expanding satisfies

the following:

min
η±(t,t+dt ]

{ ∂J
∂t
− ω(x∗(t ) − α )T

∂J

∂x∗
− ν (λ∗(t ) − β)T

∂J

∂λ∗

+
∑
i ∈V

λ∗i (t )E∆Aimi ,Bi J +
∑
i ∈I

[
η+
i (t )∆Ai ,Bi J + η−i (t )∆−Ai ,Bi J

]
+ ℓ(x∗(t ),η±(t ))

}
= 0 (21)

where∆a,b J is given by∆a,b J = J (x∗(t )+a,λ∗(t )+b, t )−J (x∗(t ),λ∗(t ), t )
and the expectation is taken over the noise induced due to sampling

ofmi from x∗i (t )(Proved in [46]).

If we minimize over η± on the LHS of the HJB equation in Eq. 21,
we have η± = −S−1∆±A,B J . Here ∆±A,B is a vector whose ith

element is ∆±Ai ,Bi which is defined in the context of Lemma 7.
Substituting these optimal values of η± in the Eq. 21, we have:

0 =
∂J

∂t
− ω(x∗(t ) − α )T

∂J

∂x∗
− ν (λ∗(t ) − β)T

∂J

∂λ∗

+
∑
i ∈V

λ∗i (t )E∆Aimi ,Bi J −
1
2
∑
s ∈±

∆sA,B J
T S−1∆sA,B J

+
1
2

(x∗(t ) − xTrack)T Q (x∗(t ) − xTrack) (22)

with J (x∗(tf ),λ∗(tf ), tf ) = ϕ(x∗(tf )) as the terminal condition. Fi-
nally we reach the optimal solution of J (x∗(t ),λ∗(t ), t ) which is
given by the following:

Lemma 8. The solution of the nonlinear differential equation given
by Eq. 22 in the space of all polynomials, is the following quadratic

form (Proved in [46]):

J (x∗(t ),λ∗(t ), t ) = h(t ) + д(t )T λ∗(t ) + fT (t )x∗(t ) (23)

+ λ∗T (t )V (t )x∗(t ) +
1
2
λ∗T (t )K (t )λ∗(t ) +

1
2
x∗T (t )H (t )x∗(t )

where the coefficient-tuple Π(t ) = (h,д, f ,V ,K ,H )(t ) can be found

by solving a set of six differential equations. For brevity the exact form

of differential equations is given in [46].

ÛΠ(t ) = Riccati(Π(t )) (24)

This matrix Riccati differential equation, can be solved using
many well-known efficient numerical solvers [59]. Finally, given
the above J , we compute the optimal intensity as,

η± = −S−1∆±A,B J (25)

which was derived using the differential HJB equation.

Track: Social Network Analysis and Graph Algorithms for the Web WWW 2018, April 23-27, 2018, Lyon, France

554



Dataset Mean squared error Failure rate

CherryPick SLANT AsLM DeGroot Voter B-Voter CherryPick SLANT AsLM DeGroot Voter B-Voter
Bollywood 0.104 (33.6) 0.157 0.667 0.752 0.889 0.693 0.043 (41.0) 0.072 0.517 0.584 0.550 0.584
Series 0.110 (48.2) 0.213 0.611 0.634 0.836 0.642 0.097 (23.2) 0.125 0.481 0.509 0.527 0.513
Soccer 0.090 (31.9) 0.132 0.543 0.588 1.201 0.702 0.028 (53.4) 0.061 0.427 0.449 0.452 0.452
Verdict 0.060 (33.3) 0.090 0.598 0.685 1.000 1.081 0.057 (22.3) 0.073 0.452 0.477 0.465 0.475
Elections 0.146 (24.1) 0.193 0.510 0.616 1.260 0.701 0.073 (26.1) 0.098 0.348 0.404 0.349 0.366

Table 1: Forecasting performance across all the models using five datasets and 2 error metrics for |HT |= 0.8|UT | andTf = 4 hrs.

The yellow (cyan) cells reflect the best (second best) predictor. Numbers in the brackets denote percentage improvement over

the nearest baseline.

Dataset |V| |E | |U(T )| E[m] std[m]
Bollywood 1031 34952 46845 0.5101 0.2310
Series 947 10253 13203 -0.0216 0.3177
Soccer 703 4154 8319 0.1779 0.1521
Verdict 1059 17452 9950 0.5170 0.1870
Elections 533 20067 18704 -0.0186 0.7135

Table 2: Real datasets statistics.

6 EXPERIMENTS

We provide a comprehensive evaluation of CherryPick from both
modeling and shaping viewpoints, across the following real datasets
(also summarized in Table 2) corresponding to various real-world
events, collected from Twitter.
1. Bollywood: Verdict that declared guilty to Salman Khan (a pop-
ular Bollywood movie star) for causing death of a person by rash
and negligible driving, from May 5 to May 16, 2015.
2. Series: The promotion on the TV show “Games of Thrones”,
from May 4 to May 12, 2015.
3. Soccer: Champions League final in 2015, between Juventus and
Real Madrid, from May 8 to May 16, 2015.
4. Verdict: Verdict for the corruption-case against Jayalalitha, an
Indian politician, from May 6 to May 17, 2015..
5. Elections: Presidential election in the United-States, from April
7 to 13, 2016.
For all datasets, we follow a very standard setup for both network
construction and message sentiment computation [5, 6, 21]. We
built the follower-followee network for the users that posted related
tweets using the Twitter rest API1. Then, we filtered out users that
posted less than 200 tweets during the account lifetime, follow less
than 100 users, or have less than 50 followers. For each dataset,
we compute the sentiment values of the messages using a popular
sentiment analysis toolbox [35]. Here, the sentiment takes values
m ∈ [−1, 1] and we consider the sentiment polarity to be simply
sign(m). Note that, while other sentiment analysis tools [34] can be
used to extract sentiments from tweets, we appeal to [35] due to two
major reasons– its ability of accurately extracting sentiments from
short informal texts like tweets, and its wide usage in validating
data-driven opinion models [5, 6].

6.1 Effect of CherryPick on opinion modeling

We evaluate the efficacy of demarcation of endogenous and ex-
ogenous messages, by measuring the predictive prowess of the
associated opinion model given by Eq. (4), in comparison with five
state-of-the-art opinion models, e.g. SLANT [6], the asynchronous
1https://dev.twitter.com/rest/public

linear model (AsLM) [5], DeGroot’s model [2], the Voter model [3]
and the Biased Voter model [4].
Evaluation protocol and metrics: Given a temporal stream of
sentiment messages U, we first split it into training and test set,
where training set consists of first 90% of the total number of mes-
sages. We first demarcate these messagesUT , say collected until
time T , into endogenous HT and exogenous messages CT , and
then estimate the parameters over the classified HT . During cat-
egorization, we took a range of values of pre-specified value of
|HT | (NH ), the pre-specified number of organic messages. How-
ever, we assumed O = V to extract the endogenous dynamics from
all users (See Eq. (15)). Note here we only assess the benefits of
message classification proposal; the efficacy of user classification is
discussed in the following subsection (Sec. 6.2). Finally, using this
estimated model, we forecast the sentiment valuem for each mes-
sage in the test set given the history up toTf hours before the time
of the message as m̂ = EHt \Ht−Tf

[x∗u (t )|Ht−Tf ] that we compute
using an efficient simulation method given by [6, 60]. For predict-
ing opinions using discrete models e.g. AsLM, DeGroot, Voter, and
Biased Voter, which operate in discrete time, we run NTf rounds of
simulation in (t −Tf , t ), where NTf is the number of posts during
this interval. We measure the performance of our model along with
the baselines, in terms of: (i) the Mean squared error (MSE) between
the actual and the estimated sentiment value, i.e., E[(m − m̂)2], and
(ii) the Failure rate (FR) which is the polarity prediction error, i.e.,
E[1sign(m)̸=sign(m̂ )].
Comparisonwith baselines:Table 1 dissects a comparative sketch
of the prediction error of five state-of-the-art methods and our pro-
posal for |HT |= 0.8|UT |, andTf = 4 hours. The left half of the table
reports Mean square error, while the rest reports Failure rate. We
observe that, CherryPick offers a significant performance boost
in comparison to all its competitors, including SLANT, an immedi-
ate counterpart of our proposal, which however, does not model
exogenous signals.
Voter model and its variants [3, 4]: The performance of Voter model
and Biased Voter model are quite poor. Voter model allows a user
to form her opinion, by randomly selecting opinion from one of
her neighbors. Such an update strategy keeps the set of opinions
invariant throughout the diffusion process. Hence, it operates in
closed social network, as opposed to the reality where social net-
works are open system allowing signals to flow in and out. Biased
Voter model aims to overcome some limitations of Voter model by
introducing node weights. However it also ignores the effect of
externalities, and it fares poorly than most other baselines.
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Class Example tweets
Exogenous
(18:08:51)

#BREAKING: Donald Trump campaign manager will not
be prosecuted. A total joke. : M1

Endogenous
(18:18:17)

Sad! Donald Trump, quit your whining.: M2

Endogenous
(18:32:09)

Trump is snake oil businessman.: M3

Endogenous
(18:44:20)

Yes, Confirmed! Trump campaign manager won’t be Pros-
ecuted. Such a huge disaster. : M4

Exogenous
(18:59:36)

Trump shows farsightedness by shaking hands with Rus-
sia. Liberals will never understand.: M5

Table 3: Anecdotal examples for accurate message demar-

cation using CherryPick on Elections dataset. Time in

bracket indicates the posting time.
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Figure 1: Performance change with |HT | for Verdict dataset.
Linear models [2, 5]: The performance of linear models (AsLM and
DeGroot) are better than the Voter models. These models attempt
to capture the endogenous opinion dynamics via the edge-weights.
However, they ignore the effect of posting time of messages on
opinion diffusion, which constrains their predictive power.
SLANT [6]: Among all the baselines, we observe that SLANT is
the best predictor. As opposed to the other models which do not
consider the role of temporal dynamics, SLANT incorporates the
influence of past messages on the opinion diffusion process. Fur-
thermore, using the constant term α , it often aims to capture the
overall effect of external signals, but succeeds only partially. Since
it assumes all the collected messages are endogenous, it fails to
probe the exogenous signals at individual user and message level,
leaving a substantial space for improvement.
CherryPick: CherryPick accurately captures the effect of tempo-
ral dynamics of historical data, as well as incorporates the effect
of exogenous signals at the message and user level. Its principled
demarcation paradigm aids to identify the endogenous messages.
In contrast to SLANT and other competitors, the exogenous mes-
sages are no more modeled endogenously in this case. Using such
a refined set of training data, the parameters are inferred more
accurately, and as a result the estimated model precisely brings
out the complex opinion dynamics, thereby showing a substantial
performance boost in comparison to its competitors. In fact, due
to the dropped-out exogenous messages, CherryPick effectively
uses a smaller amount of training data than its competitors, and yet
outperforms them in terms of forecasting ability. This is because,
the final training set used in parameter estimation is less noisy, and
contains only the endogenous signals, thereby aiding in a better
inference.
Performance variation with |HT |: Figure 1 describes the varia-
tion of forecasting performance for different values of |HT |, across
two representative datasets. We observe that, upon increasing |HT |,
the prediction error first decreases and then increases, strongly

indicating an optimum number of endogenous messages in the
temporal data. A small value of |HT |, overestimates the effect of
exogenous signal, while a large value of |HT | ignores its effect.
A well-calibrated value for |HT | optimally selects an appropriate
set of messages, which helps in accurate opinion forecasting. Fur-
thermore, we observe this optimal value of |HT | remains almost
consistent throughout a moderate variation of Tf , which reflects a
substantial robustness of our proposal.
Illustration with examples. Table 3 shows a few example mes-
sages from a conversation around US election (Elections dataset),
that CherryPick has successfully categorized. The conversation
largely reflects negative or anti-trump sentiments (M1 toM4). We
observe that,M1 which is triggered by externalities, subsequently
influences the generation of endogenous messagesM2 toM4. Note
that, despite having a strong content similarity withM1,M4 is not
exogenous, since it is generated from the process of opinion forma-
tion internal to the system. Finally, we notice that M5 contains a
positive opinion, and the node positing it seems not to be influenced
by posts around its neighborhood rather has imported a new tweet
(opinion) from ‘outside’. CherryPick correctly spots it and labels
as exogenous.

6.2 Effect of CherryPick on opinion shaping

The performance of our proposed opinion control policy depends
on two factors: (i) the prudence shown by CherryPick in selecting
control users I, and (ii) the efficiency of the online opinion shaping
framework (Sec 5) – both of them are evaluated in this section.
Since, we observe that most (> 90%) of the users in all the datasets
have positive initial opinions (αu > 0), choosing a loss function to
steer opinion of each user to an extreme negative opinion, should
appropriately test the shaping performance, and therefore, we set,
xTrack = −1 (Eq. (18)). To minimize the corresponding loss function,
at each timestamp, the shaping algorithm supplies suitable pairs
of the exogenous intensities η±(t ) of the control users, which in
turn regulate the number of control messages (M±(t )) , for guiding
the opinion dynamics to reach the desired state. In this context, we
defineM±(tf ) = ∑

u ∈V M±u (tf ) andM(tf ) = M
+(tf ) + M

−(tf ).
Baseline setup:We compare our proposal with KL-MPC proposed
byWang et al. [21], and three centrality based measures - PageRank,
Degree and Closeness. The operational principle of the proposed
strategy relies on accurate supervision of the number of exogenous
posts for both positive and negative opinions. A fair competition
between the shaping proposals would, therefore, require a uni-
formity in the total number of control messages M(tf ) across all
the baselines. To this aim, we tune the parameters of KL-MPC, so
that the corresponding number of control messages approximately
matches with the value ofM(tf ) obtained using our proposal. Fur-
thermore, to understand the efficacy of the online algorithm, we
used the same set of extrinsic users I as control users in KL-MPC.
The centrality based measures, on the other hand, distributes the
intensities η±(t ) proportionally with the users’ centrality scores in
the network, thereby triggering same number of control messages
across time.
Metrics: We compare the performance using two measures: (i)
loss(t ) := | |x∗(t ) − xTrack | |2, i.e. the tracking error indicating how
far is the current opinion from the target vector, and (ii) latency,
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Figure 2: Temporal variation of opinion shaping perfor-

mance for all the baselines, in terms of loss(t ), with |O|=
0.8|V| (i.e. |I |= 0.2|V|) and M(tf ) ≈ 200K , across two repre-

sentative datasets.
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Figure 3: Variation of latency i.e. the average time t̄−0.9 re-

quired to reach amilestone opinion−0.9, against the number

of control actions, for Soccer and Elections datasets, given

|O|= 0.8|V| (i.e. |I |= 0.2|V|).

denoted as t−0.9, i.e. the time at which the mean opinion reaches
−0.9 (i.e. 90% of target xTrack). and (iii) ∆(tf ) :=

∫tf
0 loss(s)ds , area

under the error curve.
Comparison with baselines.

Loss(t ): Figure 2 gives a comparative analysis of our proposal with
the other baselines in terms of loss(t ), across two representative
datasets. We observe that our method consistently outperforms the
baselines. We also observe that the centrality based measures fare
quite poorly. They assign the control power to the users heuristi-
cally and linearly, which renders them ineffective in opinion shap-
ing. To some extent, the poor performance of these measures reveals
that the structural properties alone are not very effective measures
of influence in the context of opinion dynamics. The performance
of KL-MPC is better than the centrality based measures. It is more
principled, but gives an open loop and approximate solution. Hence,
even after supplying it with high-quality control users (through
CherryPick, which the original proposal does not), it performs
poorly than the closed-loop online control. Our proposal unifies the
user classification, and an optimally designed, closed loop online
shaping algorithm in a principled way. CherryPick not only helps
it to bring out the extrinsic users, but also offers a soft measure of
influence in the context of opinion dynamics - thus emphatically
establishing the superiority of our algorithm.
Latency:We next evaluate the performance our algorithm against
the baselines, with respect to the total number of control messages.
To do that, we compare latency, which is the time t−0.9 taken to
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Figure 4: Variation of ∆(tf ) with |I |, for our online shaping

method, across Verdict and Soccer datasets.

reach a milestone of opinion −0.9, against M(tf ), the number of
control actions. Figure 3 describes the results, which shows that the
proposed shaping method consistently reaches the milestone opin-
ion faster than its competitors. Furthermore, our proposal shows a
greater benefit at low budgets, i.e. it can efficiently steer the opinion
dynamics even with a small number of messages.
Performance variationwith |I |. Figure 4 summarizes the results
for variation of cumulative loss ∆(tf ), with the pre-selected user
size |I |. We observe that, as the budget increases, the control per-
formance does not vary much with the number of users. From a
practical viewpoint, often difficult challenges are associated with
high budgets and high latency. In such a shaping problem, a small
selected (through CherryPick) number of control users can steer
opinions of the users as effectively as a larger number of not-so
effective control users, thus highlighting the power of CherryPick.

7 CONCLUSION

The principal contribution of this paper lies in emphatically estab-
lishing the dual nature of message flow over online social network:
injection of exogenous opinions and influence-based dynamics,
internal to the network. The realization helps us to propose Cher-
ryPick, a novel learning methodology to demarcate endogenous
and exogenous opinions, identify organic and extrinsic users, and
finally illustrate its utility from both opinion modeling and shap-
ing perspective. To this aim, we formulated the user and message
classification problem as a joint submodular optimization task in
the set of users and messages, which we solved using an efficient
greedy algorithm. Furthermore, in order to demonstrate the efficacy
of user selection task, we developed the opinion shaping problem
in a novel framework of stochastic optimal control, that outputs the
intensities with which the selected users should post bipolar opin-
ions, to steer the opinion dynamics in a favorable manner. Finally,
on five datasets crawled from Twitter, we showed that our proposal
consistently outperforms the existing algorithms in terms of both
predictive and shaping prowess. The superior performance is even
more remarkable considering the fact that we train our system on
smaller (but relevant) amount of data than all competing models.
We believe the framework developed here can be effectively used
to understand several related traits observed on OSN like ‘manufac-
tured’ trending topics, which would be our one of the immediate
future endeveours.
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