MOBILE
COMPUTING

edited by -
TOMASZ IMIELINSKI
HENRY F. KORTH

Kluwer Academic Publishers



MOBILE COMPUTING



THE KLUWER INTERNATIONAL SERIES
IN ENGINEERING AND COMPUTER SCIENCE



MOBILE COMPUTING

edited by

Tomasz Imielinski
Rutgers University

Henry F. Korth
AT&T Bell Laboratories

¥
W\

KLUWER ACADEMIC PUBLISHERS
Boston / Dordrecht / London



Distributors for North America:
Kluwer Academic Publishers

101 Philip Drive

Assinippi Park

Norwell, Massachusetts 02061 USA

Distributors for all other countries:
Kluwer Academic Publishers Group
Distribution Centre

Post Office Box 322

3300 AH Dordrecht, THE NETHERLANDS

Library of Congress Cataloging-in-Publication Data

A C.I.P. Catalogue record for this book is available
from the Library of Congress.

Copyright © 1996 by Kluwer Academic Publishers

All rights reserved. No part of this publication may be reproduced, stored in
a retrieval system or transmitted in any form or by any means, mechanical,
photo-copying, recording, or otherwise, without the prior written permission of
the publisher, Kluwer Academic Publishers, 101 Philip Drive, Assinippi Park,
Norwell, Massachusetts 02061

Printed on acid-free paper.

Printed in the United States of America



CONTENTS

PREFACE xxi
1 INTRODUCTION TO MOBILE
COMPUTING
Tomasz Imielinski and Henry F. Korth 1
1 Introduction 1
2 Technology Overview
3 Research Issues 17
4 Book Content 33
REFERENCES 39

THE PARCTAB UBIQUITOUS COMPUTING
EXPERIMENT
Roy Want, Bill N. Schilit, Norman I. Adams, Rich Gold, Karin

Petersen, David Goldberg, John R. FEllis, and Mark Weiser 45
1 Introduction 45
2 Ubiquitous Computing 47
3 PARCTAB System Design 50
4 User-Interface Design for Palm-Sized Computers 57
5 PARCTAB System Architecture 63
6 Developing System and Application Components 71
7 A Classification of PARCTAB Applications 75
8 Experiences with the PARCTAB System 81
9 Conclusion 91

REFERENCES 97



vi

MOBILE COMPUTING

SCALABLE SUPPORT FOR TRANSPARENT
MOBILE INTERNETWORKING

David B. Johnson

Introduction

Problem Analysis

The Basic Mobile IP Protocol

Route Optimization

Protocol Scalability

Conclusion

REFERENCES

D UL W N

LOCATION MANAGEMENT FOR
NETWORKS WITH MOBILE USERS
B. R. Badrinath and Tomasz Imielinski

1 Introduction

2 Location Management in the Internet

3 Location Management in Cellular Telephone Networks and
in PCN

4 Performance Issues
5 Future: Adaptive Location management
6 Conclusions

REFERENCES

DYNAMIC SOURCE ROUTING IN AD HOC
WIRELESS NETWORKS
David B. Johnson and David A. Maltz
Introduction

Assumptions

Basic Operation

Optimizations

Performance Evaluation

Related Work

Conclusion

REFERENCES

~N O O W N

103
103
105
108
115
121
124
125

129
129
133

141
145
147
150
150

153
153
157
157
162
169
174
178
179



Contents vii

6 ROUTING OVER MULTI-HOP WIRELESS
NETWORK OF MOBILE COMPUTERS

Charles E. Perkins and Praovin Bhagwat 183
1 Introduction 184
2 Overview of Routing Methods 185
3 Destination-Sequenced Distance Vector (DSDV) Protocol 187
4 Examples of DSDV in Operation 193
5 Properties of the DSDV Protocol 199
6 Comparison with Other Methods 200
7 Future Work 202
8 Summary 203
REFERENCES 205

7 IMPROVING THE PERFORMANCE OF
RELIABLE TRANSPORT PROTOCOLS IN
MOBILE COMPUTING ENVIRONMENTS

Ramdn Cdceres and Liviu Iftode 207
1 Introduction 208
2 Wireless Networking Testbed 209
3 The Effects of Motion 212
4 Improving Performance 218
5 Wireless Transmission Errors 225
6 Conclusions 227
REFERENCES 228

8 INDIRECT TRANSPORT LAYER
PROTOCOLS FOR MOBILE WIRELESS
ENVIRONMENT

Ajay V. Bakre and B.R. Badrinath 229
1 Introduction 229
2 System Model 230
3 Indirect Transport Layer 233
4 Implementation and Handoffs 238
5 Performance Results 240
6 Alternatives to Indirect Protocols 247
7 Conclusion and Future Work 249



viil MOBILE COMPUTING

REFERENCES 251

9 CONNECTING MOBILE WORKSTATIONS
TO THE INTERNET OVER A DIGITAL
CELLULAR TELEPHONE NETWORK

Markku Kojo, Kimmo Raatikainen and Timo Alanko 253
1 Introduction 253
2  Mobile Nodes and TCP/IP Protocols 256
3 The Mowgli Communication Architecture 259
4 Enhanced Functionality for Mobility 265
5 Discussion 268
REFERENCES 269

10 ASYNCHRONOUS VIDEO: COORDINATED
VIDEO CODING AND TRANSPORT FOR
HETEROGENEOUS NETWORKS WITH

WIRELESS ACCESS

Johnathan M. Reason, Louis C. Yun, Allen Y. Lao, and David

G. Messerschmitt 271
1 Introduction 272
2 MPEG and Mobile Channels 273
3 System Level Considerations 276
4 QOS and Traffic Capacity 281
5 Video Coding for a Substream Transport 286
6 Results 293
7 Conclusions and Future Work 296
REFERENCES 297

11 WIRELESS PUBLISHING: ISSUES AND

SOLUTIONS

T. Imielinski and S. Viswanathan 299
1 Introduction 299
2 Publishing Mode 301
3 Publishing Using Temporal Addresses 308
4 Publishing Using Multicast Addresses 318
5 Adaptive Publishing 321



Contents

12

13

14

6 Other Information Delivery Methods
7 Conclusions and Implementation Status
REFERENCES

BROADCAST DISKS: DATA
MANAGEMENT FOR ASYMMETRIC
COMMUNICATION ENVIRONMENTS
S. Acharya, R. Alonso, M. Franklin, and S. Zdonik

1 Introduction

Structuring the Broadcast Disk

Client Cache Management

Modeling the Broadcast Environment
Experiments and Results

Previous Work

N OO s W N

Summary and Future Work
REFERENCES

APPLICATION DESIGN FOR WIRELESS

COMPUTING

Terri Watson

Introduction

Application Design for a Wireless Environment
Wireless Platform

W* . A Wireless Application

Experiences

S Ut W N~

Conclusions
REFERENCES

MOBISAIC: AN INFORMATION SYSTEM
FOR A MOBILE WIRELESS COMPUTING

ENVIRONMENT

Geoffrey M. Voelker and Brian N. Bershad
1 Introduction

2 System Overview

3 Using Dynamic URLs

4 Active Documents

X

325
327
328

331
332
335
341
343
346
356
358
360

363
363
365
366
367
369
371
371

375
375
378
380
382



15

16

17

MoBILE COMPUTING

5 Mobisaic on the Desktop
6 Implementation

7 Future Work

8 Conclusions
REFERENCES

PROVIDING LOCATION INFORMATION
IN A UBIQUITOUS COMPUTING

ENVIRONMENT

Mike Spreitzer and Marvin Theimer
1 Introduction

2 Architecture

3 Design Considerations

4 Status and Experience

5 Conclusions

REFERENCES

UNIX FOR NOMADS: MAKING UNIX
SUPPORT MOBILE COMPUTING

Michael Bender, Alexander Davidson, Clark Dong, Steven
Drach, Anthony Glenning, Karl Jacob, Jack Jia, James Kempf,
Nachiappan Periakaruppan, Gale Snow, and Becky Wong
Introduction

The Power Management Framework

System State Checkpoint and Resume

PCMCIA on Unix

Serial Wide-Area Connectivity and Link Management
Nomadic Electronic Mail

~N O UL W N

Summary
REFERENCES

SCHEDULING FOR REDUCED CPU
ENERGY

Mark Weiser, Brent Welch, Alan Demers, and Scott Shenker
1 Introduction

2 An Energy Metric for CPUs

386
386
389
393
394

397
398
400
407
413
419
423

425
426
427
432
435
440
443
446
447

449
450
450



Contents

Approach of This Paper

Trace Data

Assumptions of the Simulations
Scheduling Algorithms
Evaluating the Algorithms
Discussion and Future Work

© 00~ U W

Conclusions
REFERENCES

APPENDIX A

A.1 Description of Trace Data

18 STORAGE ALTERNATIVES FOR MOBILE

COMPUTERS

Fred Douglis, Ramdn Cdceres, M. Frans Kaashoek, P. Krishnan,

Kai Li, Brian Marsh, Joshua Tauber
Introduction

Architectural Alternatives
Hardware Measurements
Trace-Driven Simulation
Results

Related Work

Conclusions

0 N O U W N

Differences from the Preceding Version

19 DISCONNECTED OPERATION IN THE

CODA FILE SYSTEM

James J. Kistler and M. Satyanarayanan
Introduction

Design Overview

Design Rationale

Detailed Design and Implementation
Status and Evaluation

Related Work

Future Work

Conclusions

REFERENCES

00 N O Ut W N =

xi

452
452
453
455
457
462
467
469
469
470

473
474
476
477
480
486
498
500
503

507
507
508
511
515
525
530
531
532
533



xii

20

21

22

MOBILE COMPUTING

EXPERIENCE WITH DISCONNECTED
OPERATION IN A MOBILE COMPUTING
ENVIRONMENT

M. Satyanareyanan, James J. Kistler, Lily B. Mummert, Maria
R. Ebling, Puneet Kumar, and Qi Lu

1 Introduction

Constraints of Mobile Computing

Overview of Coda File System

Implementation Status

Qualitative Evaluation

Quantitative Evaluation

Work in Progress

W~ U WN

Conclusions
REFERENCES

MOBILITY SUPPORT FOR SALES AND
INVENTORY APPLICATIONS

Narayanan Krishnakumar and Ravi Jain

Introduction

Application Scenario: Mobile Sales and Inventory
System Architecture

Database System Design

Mobile Sales Transactions

Maintaining Service Profiles

~N O U W=

Conclusions
REFERENCES

STRATEGIES FOR QUERY PROCESSING IN
MOBILE COMPUTING

Masahiko Tsukamoto, Rieko Kadobayashi and Shojiro Nishio
Introduction

Techniques Used in Mobile Communication Protocols
Query Processing for Location Sensitive Queries
Evaluation

Ut W N =

Conclusions
REFERENCES

537
537
338
539
541
542
554
563
568
569

571
572
573
574
577
583
588
592
592

595
595
596
600
608
617
618



Contents

23

24

25

THE CASE FOR WIRELESS OVERLAY
NETWORKS

Randy H. Katz and Eric A. Brewer

Introduction

Applications Enabled by Wireless Overlays
Applications Viewpoint

Gateway-Centric Network Management
Overlay Network Management
Applications Support Services

Related Work

Summary and Conclusions

REFERENCES

O~ O Ut W

THE DIANA APPROACH TO MOBILE
COMPUTING

Arthur M. Keller, Tahir Ahmad, Mike Clary, Owen Densmore,
Steve Gadol, Wei Huang, Behfar Razavi, and Robert Pang
Introduction

DIANA—The Overall Architecture

User Interface and Display Independence

The DIANA Network Architecture

Application Development Methodology

Current Implementation

Future Issues

0~ O U W N

Concluding Remarks
REFERENCES

THE CMU MOBILE COMPUTERS
AND THEIR APPLICATION FOR
MAINTENANCE

Asim Smailagic and Daniel P. Siewiorek

1 Introduction

CMU Mobile Computers and Their Applications
VuMan as a Maintenance Assistant

Application Software

UL o W N

Conclusions

xiil

621
621
623
625
628
635
640
644
648
648

651
651
656
660
665
670
674
674
677
677

681
681
683
684
688
689



xiv MoBILE COMPUTING

6 Figures
REFERENCES

26 GENESIS AND ADVANCED TRAVELER
INFORMATION SYSTEMS
Shashi Shekhar and Duen-Ren Liu

1 Introduction
2 Genesis System
3 Data Management in Genesis
4 Performance Issues in Genesis
5 Conclusions
REFERENCES

INDEX

691
698

699
699
704
708
715
720
721

725



Norman Adams

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Tahir Ahmad

Stanford University

Computer Science Department
Stanford, California 94303

Timo Alanko

Department of Computer Science
University of Helsinki

P.O.Box 26 FIN

00014 University of Helsinki, Finland

Ajay Bakre
Department of Computer Science

Rutgers University
New Brunswick, NJ 08903

B.R.Badrinath
Department of Computer Science

Rutgers University
New Brunswick, NJ 08903

Michael Bender

Sun Microsystems, Inc.
Mountain View, California.

Brian N. Bershad

Department of Computer Science and En-
gineering

University of Washington

Seattle, WA 98195

CONTRIBUTORS

Pravin Bhagwat
University of Maryland
College Park, MD

Eric Brewer

Computer Science Division,

Department of Electrical Engineering and
Computer Sciences

University of California

Berkeley, CA 94720-1776

Ramén Cadceres

AT&T Bell Laboratories
101 Crawfords Corner Road
Holmdel NJ 07733

Mike Clary
Sun Microsystem, Inc.
Mountain View, California

Alexander Davidson
Sun Microsystems, Inc.
Mountain View, California

Alan Demers

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Owen Densmore
Sun Microsystems, Inc.
Mountain View, California

Clark Dong
Sun Microsystems, Inc.

Mountain View, California.



xvi

Steven Drach
Sun Microsystems, Inc.
Mountain View, California.

Fred Douglis

AT&T Bell Laboratories

600 Mountain Ave., Room 2B-105
Murray Hill, NJ 07974

Steve Gadol
Sun Microsystems,
Mountain View, California

Anthony Glenning
Sun Microsystems, Inc.
Mountain View, California.

Rich Gold

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

David Goldberg

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Maria R. Ebling

Computer Science Department
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA 15213-3891

John R.Ellis

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Wei Huang

Stanford University,
Computer Science Department
Stanford, California 94303

CONTRIBUTORS

Tomasz Imielinski
Department of Computer Science
Rutgers University

New Brunswick, NJ 08903

Liviu Iftode
Department of Computer Science

Princeton University
Princeont, NJ 08554

Karl Jacob
Sun Microsystems, Inc.
Mountain View, California.

Jack Jia
Sun Microsystems, Inc.
Mountain View, California.

Ravi Jain

Bell Communication Research
445 South Street

Morristown, NJ 07960

David B. Johnson
Computer Science Department
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA 15213-3891

M. Frans Kaashoek
Massachusetts Institute of Technology
Cambridge, MA

Rieko Kadobayashi

ATR Media Integration
Communications Research Laboratories
Seika-cho, Soraku-gun

Kyoto 619-02, Japan

Randy Katz

Computer Science Division

Department of Electrical Engineering and
Computer Sciences

University of California

Berkeley, CA 94720-1776



Contributors

Arthur M. Keller
Stanford University,

Computer Science Department
Stanford, California 94303

James Kempf
Sun Microsystems, Inc.
Mountain View, California.

J.Kistler

Computer Science Department
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA 15213-3891

Markku Kojo

Department of Computer Science

University of Helsinki
P.O.Box 26 FIN

00014 University of Helsinki, Finland

Hank Korth
AT&T Bell Laboratories
Murray Hill, NJ 07974

Narayanan Krishnakumar
Bell Communication Research
445 South Street

Morristown, NJ 07960

P. Krishnan

AT&T Bell Laboratories,
Holmdel, NJ 07733

Puneet Kumar

Computer Science Department
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA 15213-3891

xvil

Allen Y. Lao

Computer Science Division

Department of Electrical Engineering and
Computer Sciences

University of California
Berkeley, CA 94720-1776

Kai Li
Computer Science Department,

Princeton University
Princeton, NJ 08544

Duen-Ren Liu

Institute of Information Management
National Chiao Tung University, Hsinchu
Taiwan, Republic of China

Qi Lu

Computer Science Department
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA 15213-3891

David Maltz

Computer Science Department
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA 15213-3891

Brian Marsh
D.E. Shaw & Co.
New York, NY

David G. Messerschmitt

Computer Science Division

Department of Electrical Engineering and
Computer Sciences

University of California
Berkeley, CA 94720-1776

Lilly B. Mummert
Computer Science Department
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA 15213-3891



xviii

Shojiro Nishio

Dept. of Information Systems Engineer-
ing,

Faculty of Engineering, Osaka University
2-1 Yamadaoka, Suita, Osaka 565, Japan

Robert Pang
Stanford University

Computer Science Department
Stanford, California 94303

Nachiappan Periakaruppan
Sun Microsystems, Inc.
Mountain View, California.

Charles E.Perkins
IBM Watson Research Center
Yorktown Heights, NY

Karin Petersen

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Kimmo Raatikainen

Department of Computer Science
University of Helsinki

P.O.Box 26 FIN

00014 University of Helsinki, Finland

Behfar Razavi
Sun Microsystems,
Mountain View, California

Johnathan M.Reason

Computer Science Division, Department
of Electrical

Engineering and Computer Sciences, Uni-
versity of California

Berkeley, CA 94720-1776

CONTRIBUTORS

M. Satyanarayanan
Computer Science Department
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA 15213-3891

Bill N Schlit

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Shashi Shekhar

Department of Computer Science
University of Minnesota, Twin Cities,
Minneapolis, Minnesota

Scott Shenker

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Daniel P. Siewiorek
Engineering Design Research Center

Carnegie Mellon University
Pittsburgh, PA 15213

Asim Smailagic
Engineering Design Research Center

Carnegie Mellon University
Pittsburgh, PA 15213

Gale Snow
Sun Microsystems, Inc.
Mountain View, California.

Mike Spreitzer

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Joshua Tauber

Massachusetts Institute of Technology
Cambridge, MA



Contributors

Marvin Theirmer

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Masahiko Tsukamoto

Dept. of Information Systems Engineer-
ing,

Faculty of Engineering, Osaka University
2-1 Yamadaoka, Suita, Osaka 565, Japan

Geoffrey M. Voelker

Department of Computer Science and En-
gineering

University of Washington

Seattle, WA 98195

S.Viswanathan

Bell Communication Research,
445 South Street,

Morristown, NJ 07960

Roy Want

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Terri Watson

Department of Computer Science & En-
gineering

University of Washington

Seattle, WA 98195

Mark Weiser

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Brent Welch

Xerox Palo Alto Research Center
3333 Coyote Hill Road

Palo Alto, California, 94301

Xix

Becky Wong
Sun Microsystems, Inc.
Mountain View, California.

Louis C.Yun

Computer Science Division, Department
of Electrical

Engineering and Computer Sciences, Uni-

versity of California
Berkeley, CA 94720-1776



PREFACE

The rapid development of wireless digital communication technology has cre-
ated capabilities that software systems are only beginning to exploit. The
falling cost of both communication and of mobile computing devices (laptop
computers, hand-held computers, etc.) is making wireless computing affordable
not only to business users but also to consumers.

Mobile computing is not a “scaled-down” version of the established and well-
studied field of distributed computing. The nature of wireless communication
media and the mobility of computers combine to create fundamentally new
problems in networking, operating systems, and information systems. Further-
more, many of the applications envisioned for mobile computing place novel
demands on software systems.

Although mobile computing is still in its infancy, some basic concepts have
been identified and several seminal experimental systems developed. This
book includes a set of contributed papers that describe these concepts and sys-
tems. Other papers describe applications that are currently being deployed and
tested. The first chapter offers an introduction to the field of mobile computing,
a survey of technical issues, and a summary of the papers that comprise sub-
sequent chapters. We have chosen to reprint several key papers that appeared
previously in conference proceedings. Many of the papers in this book are be-
ing published here for the first time. Of these new papers, some are expanded
versions of papers first presented at the NSF-sponsored Mobidata Workshop on
Mobile and Wireless Information Systems, held at Rutgers University on Oct
31 and Nov 1, 1994.

Many people and organizations assisted us in this project. Ron Ashany and
Maria Zemankova of NSF helped provide support for the workshop that spawned
this project. Bob Holland of Kluwer Academic Publishers has assisted in seeing
the effort through to completion. We conducted a formal refereeing process for
original papers in this book and would like to thank those referees, though they
remain anonymous. S. Viswanathan assisted us extensively with text format-
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ting. Above all, we thank the authors who have contributed their papers to
this collection.

Hank would like to thank his wife, Joan, and children Abby and Joe for their
understanding and patience. Tomasz would like to thank his wife Celina and
sons, Marcin and Konrad, for their support and encouragement.
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INTRODUCTION TO MOBILE
COMPUTING

Tomasz Imielinski* and Henry F. Korth**

* Rutgers University, New Brunswick, NJ 08903
** AT&T Bell Laboratories, Murray Hill, NJ 07974-0636

1 INTRODUCTION

The rapidly expanding technology of cellular communication, wireless LANS,
and satellite services will make information accessible anywhere and at any
time. In the near future, tens of millions of people will carry a portable palmtop
or laptop computer. Smaller units, often called personal digital assistants or
personal communicators, will run on AA batteries and may have only a small
memory; larger ones will be powerful laptop computers with large memories
and powerful processors. Regardless of size, most mobile computers will be
equipped with a wireless connection to the fixed part of the network, and,
perhaps, to other mobile computers. The resulting computing environment,
which is often referred to as mobile or nomadic computing, no longer requires
users to maintain a fixed and universally known position in the network and
enables almost unrestricted mobility. Mobility and portability will create an
entire new class of applications and, possibly, new massive markets combining
personal computing and consumer electronics.

Not only will information be easily accessible from virtually any place and time,
but also, it will be stored in a highly decentralized, distributed information in-
frastructure often termed the “information superhighway.” A wide variety of
information servers (both public and proprietary) will be accessible to mobile
computers. We are already seeing the beginnings of this with the rapidly grow-
ing popularity of the World-Wide Web across a broad range of computer users.
As the mobile infrastructure develops, it will become what is referred to as the
“first wireless mile” or “wireless on-ramp” for the information superhighway.
In some applications, mobile computers themselves may contain data, or data
may be stored on flash-memory “smart cards.”



2 CHAPTER 1

This book presents a snapshop of the new, exciting, and rapidly developing
field of mobile computing. The focus of this book is on software issues of
mobile computing rather than hardware. Although hardware in this area is
advancing rapidly, and the capabilities of hardware spurred much of the initial
excitement regarding mobility, it is increasingly clear that it is developments
in the software domain that will bring the power of mobile hardware to a wide
group of potential users. Emerging developments in software are leading to
practical, easy-to-use applications.

The papers in this book address areas of interest both to software practition-
ers and researchers working in the fields of networking, operating systems,
and databases. Topics include network and communication issues, location
awareness (both at the system level and the application level), and application
software. Since the infrastructure to support mobile computing includes not
only the mobile computers themselves, but also the stationary computers (base
stations) that support mobility, many of the papers address client/server, net-
work control, and distributed information management issues. In other words,
the book considers anything above and including the network level of the OSI
hierarchy. Furthermore, the book includes several chapters in which interesting
prototype mobile systems are reviewed.

The general, abstract view of a mobile system consists of mobile hosts (MHs)
interacting with the fixed network via mobile support stations (MSSs). The
connection between the MH and MSS is via a wireless link. Each MSS is in
charge of a cell. Cells can have sizes ranging from picocells of approximately
one hundred meters in diameter to macro cells and perhaps even global satel-
lite cells. The capabilities of mobile hosts will vary from “dumb” terminals
to complex “walkstations” which essentially have the capabilities of desk-top
computers. We expect that users of mobile computers will want to run a vari-
ety of applications, depending on the physical size and power of their machine.
These range from standard desk-top applications like word processors, spread-
sheets, and electronic mail, to remote information access via database system
applications or Web browsers. Additionally, there may be location-dependent
applications specific to the particular location of the user at a particular time.

In this chapter, we review mobile computing technology, research issues, and
prototypes. We explain the need for new primitives (in “middleware”) in order
to help develop mobile computing software. The need for such primitives is a
consequence of new features of the mobile computing environment, namely mo-
bility itself, narrow and varying bandwidth, and limitations in battery power.
As will be demonstrated later in this chapter and elsewhere in the book, mo-
bility will not only affect the network layer (the physical address of a mobile
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host is no longer fixed) but also higher layers, especially for location-dependent
applications. Bandwidth and energy limitations will require solutions in which
several sites on the network will cooperate with the mobile unit.

Section 2 introduces wireless technology with its two main resource restrictions:
bandwidth and battery power. Next, Section 3 discusses the research challenges
in mobile computing. Finally, Section 4 provides a short overview of the book’s
content.

2 TECHNOLOGY OVERVIEW

In this section, we discuss features of radio communication that are important
from the standpoint of software development: both for the mobile unit for the
network infrastructure.

2.1 What is Special about Radio-based
Computer Networks?

Perhaps the most important distinction between the wired and wireless envi-
ronment is that there is only one “ether” - one global bandwidth which is to be
shared by all users. Consequently, the bandwidth limitations are much more
severe and long-lived for wireless environments, as compared to those that are
wired. Fortunately, the same channel (frequency, time slot) can be re-used if
the points of re-use are physically sufficiently far apart for the signals not to
interfere. As a result, the overall architecture of the wireless system is based
on the concept of a massively distributed system divided into physical cells.
These cells are, in effect, sub-networks. A mobile unit has to interact with
many cells, cross their boundaries, etc. In so doing, the mobile unit moves to a
new sub-network and changes its own physical network address. This concept
of replication and re-use has a profound impact on software systems. Software
should scale well with the inherently distributed infrastructure. It must allow
interoperability and seamless transition among cells. It is the software system
architecture which is affected most critically by the use of wireless communica-
tion. Technology trends point towards smaller cell sizes than in current cellular
telephony systems. Goodman [Goo91] discusses the architectural consequences
of frequency re-use, which leads to cells of smaller size, called picocells. Picocells
use transmission power levels two orders of magnitude lower than current cells.
This increased number of cells increases the number of times that a mobile unit
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crosses cell boundaries, thus significantly increasing the demand on the network
control functions. This trend toward smaller cell sizes further emphasizes the
need for a distributed control model.

Fading, Noise, and Interference

Radio communication with a mobile computer is highly variable and hard to
control. The phenomenon of fading, signal strength suddenly decreasing, is a
significant problem (and one familiar to anyone who has listened to an auto-
mobile radio).

It is quite normal for a mobile radio to experience fades of 40-50 dB [Cal88] in
fraction of a second. A fast moving automobile in an urban environment may
be subjected to dozens of significant fades (20dB, or more) per second. For
comparison, a representative signal-to-noise ratio (SNR) objective [Cal88] for
an analog wireline link is about 46 dB. Signal fluctuations in a wireline link are
no more than 1-2 dB for a short-haul circuit and short time-span, and perhaps
10-15 dB for gradual degradation due to wear and tear of the network.

During a fade, the signal may be so weak that an undesired, interfering signal
from a neighboring cell may dominate and, consequently, the receiver may lock
on that undesired signal. There are, in general, two types of fading:

1. Short-term multipath fading, or Rayleigh fading, which is due to
the same signal taking different paths and arriving at the receiver shifted
in phase.

2. Long-term fading, or “radio shadows,” which is caused by the topog-
raphy of the terrain (like mountains) and can lead to signal dropouts.

The problem of short-term fading is addressed by exploiting antenna diversity.
In this way, two or more inputs to the mobile terminal are provided so that
fading effects are uncorrelated. Long-term fading is dealt with by deploying
multiple antenna sites.

Noise and interference have a significant negative effect on the bit-error rate
{BER). Typically, the BER in a mobile radio runs up to six orders of magnitude
higher than in non-mobile point-to-point radio.



Introduction to Mobile Computing 5

The high bit-error rate of the wireless environment eventually translates into
a lower bit rate for network throughput.! Since mobility of the terminal con-
tributes to increased fading and consequently, to increased error rate, we may
expect that the bit rate between a mobile terminal and a base station will drop
with speed of the terminal’s movement.

Radio Transmission Power

In wireless environments, management of transmission power is critical. The
importance of power arises from two factors:

1. Energy is a scarce resource in mobile units. Therefore, transmission with
power as low as feasible is highly desirable. We shall discuss energy issues
in more detail later in this chapter.

2. Signals from other terminals are considered by a given terminal as inter-
ference, which has a negative effect on the signal-to-noise ratio. Thus, it is
important that each terminal use the “right” amount of power to transmit
successfully without unnecessary degradation of others’ transmissions.

Let us review the basic relationships among power, distance and signal-to-noise
ratio. In the ideal free space, signal strength diminishes with the inverse square
of the distance. For example, if the received signal is 100 watts at a distance
of 1 mile, it will be 25 watts at 2 miles, 4 watts at 5 miles and 1 watt at 10
miles. In practice, since mobile terminals do not move in free space but rather
have to deal with various obstacles, the loss of power is much more significant,
ranging from inverse cube of distance to exponents as high as the 6th power.
For example, with inverse of the 6th power law in effect, the 100 watt signal
level at the first mile would degrade to only 1.5 watts at 2 miles.

The degree of attenuation also depends critically on frequency — the higher
the frequency, the more attenuation and consequently, smaller range.? For
example, for 3—5 GHz, omnidirectional transmission leads to impractically short
distances. For these reasons, directional antennae are used so as to concentrate
the energy along a fixed point-to-point path. Such systems are typically point-
to-point between stations 10-50 miles apart.

IWired networks drop packets due to congestion, while wireless networks lose packets
mainly due to the error rate. Thus, quoting Mark Weiser, in a wired network, the transmitter
has to back off when facing packet loss, while in a wireless network it should “try harder.”

2But the antenna size is smaller as well.
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Parameters at the Application-Level

Let us consider the issue of the parameters of the mobile computing environ-
ment to which the application should have access. Although it is desirable
to shield applications from the low-level details of the wireless network, the
application-level system software may be able to use information about low-
level conditions in its choice of strategy. Applications running on the top of
radio communication channels have to be adaptive to the changing channel
conditions.

A strong case can be made that BER and signal strength (SNR) are physical
parameters which should be “accessible” to higher level protocols (such as the
transport level and above). BER data would help the transport layer protocol
to decide if the drop in the channel reliability is due to congestion or due to the
error rate. SNR data can help an application to decide if the mobile unit should
attempt to defer a transmission to a time when channel conditions are more
favorable. Only with application-level knowledge can it be decided whether the
user is best served by delaying transmission or by potentially costly attempts
to transmit under adverse conditions.

There are other relevant parameters of the mobile computing environment to
consider materializing at the application level: the location of the mobile unit
and the tariff. Location of the mobile unit (either as a cell where the unit
currently resides or, perhaps, exact longitude and latitude determined by a
global positioning system (GPS)) is an important parameter for some location-
aware applications such as local yellow pages, route information services, etc.
Tariffs for wireless communication are still in a state of flux, but clearly the cost
of application activity can be affected seriously by the type of tariff in effect
in the current environment. For example, channel access can be charged on
a per-packet basis, a connection-time basis, etc. The charges themselves may
also depend on the channel quality, which in turn may depend on the mobile
unit’s location or the time of day. The application, in order to minimize overall
charges, may adjust its behavior to the tariff conditions. Additionally, if the
mobile unit is equipped with multiple interfaces, the application can decide to
switch to the one which is most suitable for the current situation. For example,
a unit equipped with a cellular modem as well as a CDPD modem may use
the CDPD modem for short and bursty electronic mail transmission and the
regular cellular modem for long, bulk data transfers (for example, ftp).3

3CDPD is expected to charge per packet, while cellular charges are usually per minute of
connection.
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2.2 Network Technology

In this section, we review the existing wireless communication technology.

Analog Cellular Systems

The cellular system was pioneered at AT&T Bell Laboratories in early 1970s and
was deployed in U. S. in the early 1980s. The coverage area is subdivided into
cells with sizes varying from a few kilometers in diameter to between 50 and 100
km in earlier cellular systems. The first generation, called AMPS (Advanced
Mobile Phone Service), which is still used for cellular telephony, uses analog
frequency modulation for speech transmission. Individual calls use different
frequencies, using a system referred to as frequency division / multiple access
(FDMA).

In the AMPS system, 50 MHz of bandwidth in the bands of 824-849 MHz and
869-894 MHz are allocated to cellular mobile radio. In each geographic region,
there are two carriers (“A carrier” and “B carrier”), which control 25 MHz
each. This spectrum is subdivided into 832 channels, each of 30 KHz. To avoid
interference, neighboring cells use different channels. Typically, a cell has 6
neighbors and, therefore, the cell may use 1/7 of the allotted 832 channels. This
is called a 7-group re-use cluster. Analogously, in the 12 group frequency plan
each cell uses only 1/12 of the total bandwidth and its bandwidth allocation is
disjoint with that of 11 neighboring cells.

The Cellular Digital Packet Data (CDPD) is designed to provide packet data
services on the top of the existing AMPS. The CDPD system provides data ser-
vices without interfering with the existing analog and digital telephone services
that use the same AMPS channels. In CDPD, voice transmission has a higher
priority than data transmission. Data can be transmitted on a channel only if
a there is no voice call which is using that channel. Voice transmission can pre-
empt data transmission. In such cases, another channel must be found for the
data transmission to continue. The base station, called MDBS, makes the deter-
mination about the next available channel either by a forward power monitor
{sniffer), which measures the signal strength on the uplink channel (from the
mobile terminal to the base station) or by using a deterministic algorithm for
channel assignment (unplanned versus planned hop). A given data transmis-
sion may thus possibly spread over several physical channels, especially when
the voice traffic is intense. The maximum supported bit rate is 19.2 Kb/s.
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CDPD is currently being deployed in a number of regions in the country. It
re-uses the existing infrastructure (base stations) and avoids the costly initial
investment. This is a major advantage over the proposed Personal Commu-
nication System (PCS), which we discuss below. Although CDPD is viewed
as mainly a transitionary technology (before PCS is fully deployed), it may
actually stay longer than originally expected.

Digital Cellular Systems

Digital cellular systems are sometimes referred to as second-generation cellular.
Due to the development of the digital speech coding techniques, digital systems
are gaining rapidly in significance. Among the advantages of digital cellular
communications are the following [Cal88]:

m  Robustness of digital networks: Resistance to noise and crosstalk. Efficient
error correction by treating all errors uniformly

»  Intelligence of the digital network

m  Flexibility and integration with the wired digital networks

®  Reduced RF transmission power (increasing battery life in handsets)
®  Encryption for communication privacy

m  Reduced system complexity

m  Higher user capacity

Two basic techniques for managing shared access are competing in digital cel-
lular radio: TDMA (Time Division Multiple Access) and CDMA (Code Division
Multiple Access).

With TDMA, only a single user can use a given frequency at any time. With
CDMA (spread spectrum), a frequency-based channel is used simultaneously
by multiple mobile units in a given cell. Spread-spectrum techniques are very
effective in dealing with two basic problems facing cellular communication:
multipath fading and the interference from other users. This is due to the
frequency diversity introduced by the wide bandwidth, and results in poten-
tially higher cell capacity as compared to other, non-spread access methods
[KMMS95]. Another consideration for using CDMA in the cellular system is its
attractive re-use factor. For non-spread techniques such as TDMA and FDMA,
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the same frequency cannot typically be re-used in adjacent cells due to the
possibility of interference. With spread-spectrum signaling, the possibility of
frequency re-use in adjacent cells exists. As a result, CDMA is anticipated to
have larger capacity in a multi-cell system than either FDMA or TDMA.* Addi-
tionally, CDMA provides a natural way to explore the bursty nature of sources.
For example, for a two-way telephone conversation, the voice activity of each
participant is about 50% of the time. CDMA can take advantage of periods of
inactivity, effectively doubling the number of simultaneous conversations in the
system [KMM95]. Thus, spread spectrum promises both higher capacity and a
simplified frequency management scheme.

We distinguish between Direct Sequence Cellular CDMA (DS/CDMA) and Fre-
quency Hopping Cellular CDMA (FH/CDMA). In DS/CDMA, the spread-spec-
trum signals are generated by linear modulation with sequences that are as-
signed to individual users as their signature codes. The sequences are typically
orthogonal and allow the receivers to demodulate the spread-spectrum sig-
nal in such a way that the signal with matching signature is recovered, while
other signals are suppressed. The motivation behind FH/CDMA is the same as
DS/CDMA - the signal is spread to achieve frequency diversity. The spreading
of the signal is obtained by choosing a frequency-hopping sequence for trans-
mission. If the frequency-hopping sequences are orthogonal, the users within
a cell do not interfere with each other. The main difference between the two
schemes is that in DS/CDMA, the signal requires a wide and contiguous fre-
quency band while in FH/ CDMA, the spectrum does not need to be contiguous.
In particular, it allows the implementation of FH/CDMA for private land mo-
bile operations, where licenses are given on the basis of isolated narrowband
channels.

There are a number of basic standards and deployed systems in Europe, the
U. S. and Japan. Below we summarize some of them.

s The Pan-European Global System for Mobile Communications
(GSM). GSM is based on TDMA with eight slots per radio channel. Each
user transmits periodically in each of the eight slots with a duration of
0.57 seconds. In the present version, GSM supports full-rate 22.8 Kb/s
transmission. In 1993 and 1994, GSM experienced tremendous growth in
Europe with over 2 million subscribers.

4However, in an isolated cell, due to the orthogonality of the CDMA waveforms, the
capacity of the cell is less than it would be with the non-spread techniques
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s The IS-54 standard in the U, S., based on TDMA. IS-54 is a North
American standard which is based on TDMA. IS-54 retains the 30 KHz
spacing of AMPS to make the evolution from analog to digital easier. Each
frequency channel provides a raw bit rate of 48.6 Kb/s. There are six
time slots, two of which are assigned to each user. Thus, each 30 KHz
channel can serve three users simultaneously with the same re-use patterns
as AMPS. Consequently, IS-54 provides three-fold growth of the capacity
compared to AMPS. The IS-54 standard is “dual mode” (analog and digital)
and can operate in the same spectrum as AMPS. 1S-34 is designed mainly
for low-data-rate communication[Kat94]. A conventional analog cellular
modem uses the whole channel while achieving 2.4 Kb/s.

®  The IS-95 standard in the U. S, based on CDMA. The IS-95 stan-
dard is based on spread-spectrum CDMA. With 1S-95, many users share
the same channel for transmission - there is no longer a need for frequency
re-use, since each cell can use the entire bandwidth. CDMA requires the use
of sophisticated power-control schemes to allow the mobile units which are
close to the base station to reduce the transmission power levels. Power
control is necessary in order to avoid the so called “near-far” terminal
problem, where a strong signal received from a nearby terminal may sup-
press a weaker signal from a terminal which is far away. The 1S-95 CDMA
based standard offers a number of benefits including better cell capacity,
elimination of the need for planning frequency assignments to cells, better
efficiency for voice due to voice activity detection (and channel use in peri-
ods when there is no speech activity). Additionally, CDMA power control
techniques contribute positively to the reduction of the overall RF trans-
mission power as well as allowing “soft handoff,” which allows a “gradual”
transition. The “gradual” transition is due to the gradual deterioration of
the signal strength as opposed to more rapid changes in other methods.

The U. S. Federal Communication Commission opened three bands for
spread spectrum users: 902-928 MHz, 2,400-2,483.5 MHz and 5,725-5,850
MHz.

Cordless Telephony

There are currently an estimated 60 million cordless telephones in the U. S. with
total sales reaching 15 million units per year [PGH95]. Cordless technology
requires only very low power of transmission, but it is limited to very short
ranges. The main digital cordless standards include CT2 and DECT (Digital
European Cordless Telecommunications).
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The CT2 spectrum allocation consists of 40 FDMA channels with 100 KHz
spacing in the range of 864-868 MHz. The maximum transmitting power is
10mW, which is very small. CT2 supports the transmission of data from 2.4
Kb/s to 32 Kb/s.

The functionality of DECT system is closer to that of a cellular system than it
is to that of a classical cordless telephone system. DECT uses TDMA with 12
slots per carrier in each direction. Furthermore, it can allocate several slots to
a single call to increase the data rate. DECT systems are only beginning to be
shipped and the unit sales reached 100,000 last year. It is a potential basis for
a future, low cost, picocell-based system.

Wireless Local Area Networks

The work on radio-based computer networks goes back to the early seventies
and the work on Aloha network at the University of Hawaii [Tan81]. The
existing wireless LAN technology can be traced back to these early efforts.

Wireless LANs are providing data rates typically two orders of magnitude higher
than outdoor radio. Thus, data rates exceeding 1 Mb/s are quite common.
FreePort provides wireless Ethernet (IEEE 802.3) and operates in the 2400-
2483.5 MHz (receiver) and 5725-5850 MHz (transmit) frequencies, using direct-
sequence spread spectrum. WaveLLAN provides peer-to-peer communication
in 902-928 MHz (in the U. S.) and uses direct sequence spreading with the
CSMA/CA (carrier sense, multiple access, with collision avoidance) protocol.
Finally, Altair uses the Ethernet protocol (CSMA/CD, or carrier sense, multiple
access, with collision detection) and operates in microwave spectrum near 18
GHz and requires a site-specific FCC license.’

Standards such as IEEE 802.11 (which we discuss in more detail in the context
of power management features) are being developed in the U. S. and in Europe.
In general, the goal is to provide data rates exceeding 1 Mb/s and also to
support architectures with infrastructure (base stations) as well as “ad-hoc
architectures,” where the terminals communicate directly with each other (peer
to peer) without the mediation of a fixed base station [PGH95].

5FCC licenses are not required for WaveLAN and FreePort which operate in the ISM
(Industrial, Scientific and Medical) part of the spectrum. These frequency bands were origi-
nally designated for operation of equipment which generates and uses RF energy locally for
industrial, scientific and medical applications, excluding applications in the field of telecom-
munications. It was later suggested to use these frequencies for local telecommunication,
such as on-site communication.
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Karn [Kar91] points out deficiencies of the CSMA protocol in the context of
the wireless medium. The hidden terminal problem arises when station Y can
hear both stations X and Z but X and Z cannot hear one another. In such
a case, X and Z will collide at Y since CSMA will allow both X and Z to
transmit. The exposed terminal problem arises when station X can hear far
away station Y even though X is too far from Y to interfere with its traffic to
other nearby stations. In this case, CSMA is too conservative, it will stop X from
transmitting, wasting an opportunity to re-use channel bandwidth locally. Karn
proposes to eliminate carrier sensing, turning CSMA/CA into MACA (Multiple
Access with Collision Avoidance). If station X wants to transmit to the station
Y, it first sends a short request to send (RTS) packet and inhibits its transmitter
long enough for the addressed station to respond with a CTS (Clear to send).
Collisions are still possible for the RTS and CTS packets, but the hidden and
exposed terminal problems are avoided. Different variants of this protocol have
been implemented at Xerox and at Berkeley but there are still a number of
interesting issues, such as power control which have to be resolved.

Private Wireless Data Networks and Metropolitan
Area Wireless Networks

Several private wireless data networks provide service over wide areas using
the licensed spectrum. For example ARDIS (Advanced Radio Data Information
Service) offers service to over 400 metropolitan areas with the data rate ranging
from 8 Kb/s to 19.2 Kb/s in some areas. RAM Mobile Data offers service over
its MobiTex network providing coverage in 216 metropolitan areas with a data
rate of 8 Kb/s. CDPD, which we described in more detail above, offers 19.2
Kb/s maximum data rate over analog cellular. Motorola’s Embarc with its
expanding set of devices (such as the Inflo receiver) provides satellite-based
information services.

Recently formed Metricom provides an innovative metropolitan-area wireless
network based on frequency-hopping spread-spectrum technology. This net-
work, called Ricochet, is a mesh-like network consisting of shoebox-sized radios,
that are mounted on existing pole-tops or buildings. It offers effective bit rates
in the range of 10-40 Kb/s over 902-928 MHz frequency band.

Infrared Technology

Infrared technology offers an alternative to the standard radio frequency com-
munication. In general, it is much cheaper to use, but it is restricted only to
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very short distances and is subject to line-of-sight transmission limitations. An
invisible infrared light beam, in the frequency spectrum of laser beams (in the
terahertz range), is focused from a transmitter to the receiver over a very short
distance.

Infrared transmission is subject to the following restrictions [Bat94]:

m  Transmission distance of less than 2 miles
B Line of sight limitations
®m  Restricted to of 16 Mb/s throughput

m  Proneness to environmental disturbances, such as fog, dust, and heavy rain
The advantages of the infrared technology are as follows:

m  Reasonably high bandwidth

m  No license required

m  Cost effective

m  Capable of traversing multiple paths without interference
®  More secure than radio

= Immune to radio frequency interference and electromagnetic interference

Satellite Networks

Mobile satellite services allow complete global coverage. In these systems, satel-
lites play the role of mobile base stations. Satellite-based systems may be
categorized according to the orbital altitude:

®  Geostationary satelites (GEOS), at an altitude of 35,786 km

»  Low earth orbit satellites (LEOS), at the altitudes on the order of 1000
km

m  Medium earth orbit satellites, with widely varying altitudes between
those of GEOS and LEOS.
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The major advantage of GEOS systems is that contiguous global coverage up to
75 degrees latitude can be provided with just 3 satellites. On the other hand,
the main drawback is a large 240-270 ms round trip propagation delay and
the higher RF power required. On the other hand, LEOS systems require less
power but require frequent handoffs.%

The bit rates for the satellite communication systems are relatively low. For
example, for Qualcomm’s OmniTracks, which provides two-way communication
as well as location positioning, the downlink data rate is between 5 Kb/s and
15 Kb/s and the uplink data rate is between 55 b/s and 165 b/s.”[Kat94]
Experimental satellite systems provide higher data rates, for example NASA’s
ACT satellite offers T1 data rates at 1.5 Mb/s.

The Hughes Direct Broadcast Satellite System provides coverage to most of
North America. It is highly asymmetric, with a shared 12 MB/s satellite down-
link, a wire-line Internet-gateway uplink, and latencies greater than 500 ms.
Individual users may achieve up to 400 Kb/s on the downlink. The system is
wireless, but not mobile; its 24-inch satellite dish, though rapid to deploy, will
not support communication for mobile units.

Future PCS

Recently, the U. S. Federal Communication Commission (FCC) allocated band-
width in the 2 GHz range for “personal communication services” (PCS). This
bandwidth was allocated via auction, and earned the U. S. government almost
7 billion dollars. Winning bidders in markets projected to be lucrative (such
as New York and Los Angeles) bid approximately 20 dollars per person. This
amount is just for the right to use the spectrum - still higher costs must be
incurred to build the requisite infrastructure.

Two basic categories: high tier, which supports macrocells, and low tier, which
is optimized for low power and low complexity, will be supported. These two
tiers roughly correspond to the digital cellular and digital cordless categories.
At this point, the initial list of potential standards has been narrowed down
from 16 to 7 but it is still unclear as to what the standards will be and when
the initial infrastructure will be deployed.

SNote that handoffs occur here even when the terminal is not moving at all (since low-earth
orbit satellites move relative to fixed terrestrial positions).
"Note the asymmetry in uplink and downlink data rates.
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One of the main challenges is how to mix continuous, real-time data such as
voice (and perhaps, in the future, video) with the alphanumeric data (such as
electronic mail, which is less time-critical). Several protocols such as PRMA
(Packet Reservation Multiple Access) [WCW91] have been proposed. These
protocols are based on the concept of reservation of slots within frames. In
PRMA, the channel bit stream is first organized into slots, such that each slot
can carry one packet from the mobile terminal to the base station. The time
slots are grouped into frames. Each slot within a frame is either available
or reserved, on the basis of a feedback packet broadcast in the previous frame
from the base station to all of the terminals. Terminals with new information to
transmit contend for access to available slots. At the end of each slot, the base
station broadcasts the feedback packets that report the results of transmission.
A terminal that succeeds in sending a packet to the base station obtains the
reservation for this slot in the subsequent frames. The base station, on failing
to receive a packet in the reserved slot, informs all the terminals that the slot
is once again available. PRMA has proved to be suitable for data and voice
communication and demonstrated efficient use of spectrum for voice.

2.3 Palmtop and Laptop Technology

The palmtop and laptop technology is expanding so rapidly that there is little
point in discussing specific products. We refer the reader to the web home pages
of major players on the market such as Apple, Motorola, Hewlett-Packard, NEC,
Toshiba, IBM, etc.

Instead, we concentrate on the major issues brought about by the miniaturiza-
tion of computer terminals. These are: extension of battery life, user interface,
and display issues.

Battery Life

Energy supply is the major bottleneck for mobile wireless computers. In a
recent USA Today article, longer battery life was mentioned as the feature
most desired by mobile users.® Unfortunately, expected growth of battery life
is very slow (only 20% in the next 10 years [CB92]). Thus, energy efficiency

8The issue of energy management is nevertheless controversial. Many sceptics claim that
periodic recharging will be sufficient to make the battery limitations go away. Others point
out that, for example, the mobile terminals used in cars will use car’s energy sources, not
their own batteries. We still believe that longer battery life will be an important feature
driving the market.
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is a necessary feature both at the level of hardware, and software. Hardware
providers are offering energy-efficient systems that switch off the background
light of the screen, power down the disk (or eliminate the disk completely in
favor of flash memory) and offer CPUs with an energy-efficient doze mode. For
example, the Hobbit chip consumes 5,000 times less energy while in doze mode
than in the active mode (250 mW in the active mode as opposed to 50 pW in
doze mode). There is a growing pressure on software vendors to incorporate
energy management features.

To illustrate the constraint of limited available power, consider a laptop com-
puter with a CD-ROM and a display. The constant power dissipation in a
CD-ROM (for disk spinning) is approximately 1.0 W and the power dissipation
for the display is approximately 2.5 W. Assume that AA batteries are to be
used as the power source. A typical AA cell is rated to give 800 mA-Hr at 1.2
V (0.96 W-Hr). Thus, the assumed power source will last for only 2.7 hours.
To increase the longevity of the batteries, the CD-ROM and the display may
have to be powered off most of the time.

Transmitting and receiving consumes power as well. In practice, the power re-
quired for transmitting grows as a fourth power of distance between the trans-
mitter and the receiver. Powering the receiver can also drain batteries. For
example, a WaveLAN card consumes 1.7 W with the receiver on and 3.4 W
with the transmitter on. An active cellular phone consumes even more, 5.4 W
[FZ94], while consuming only 0.3 W if in standby mode.

We believe that design of energy efficient software will be one of the main
research challenges in mobile computing. Below, we summarize some of these
efforts including CPU scheduling for low power, new communication protocols,
and energy-aware application design.

Storage Technology

Flash memories constitute new, more energy efficient, storage alternatives to
disks. Flash memories consume relatively little energy and provide low la-
tency and high throughput for read accesses. However, their high cost, $30-
50/Mbyte, is still a limiting factor. Furthermore, flash memories require addi-
tional system support for erasure management since writing to flash memory re-
quires prior erasing. Additionally, the number of times the same memory block
can be rewritten is usually limited (on the order of 100,000 times). Chapter 18
provides a detailed discussion of storage alternatives for mobile computers.
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User Interface and Display Issues

The two key issues in human-computer interaction are the desirability of re-
placing the keyboard with a pen-based interface and the challenge of dealing
with a small-sized display.

Pen-based interfaces have been introduced in recent years with mixed accep-
tance. The mixed results so far are due in large part to problems with hand-
writing recognition (shown by early experience with the Apple Newton Mes-
sagePad). As recognition-related technology improves, it is expected that pen-
based interfaces will gain in acceptance.

Small display size is a serious problem, especially for users who would like to
access remote information services, such as those provided on the World-Wide
Web. The need to deal with varying display sizes suggests that applications be
structured in a display independent manner. Some of these issues are discussed
in Chapter 24.

3 RESEARCH ISSUES

In this section, we review the main research issues in mobile computing and
summarize current work in the field.

As we pointed out in the previous section, the main research challenges of
mobile computing are due to mobility, variable communication conditions, and
energy limitations. We shall discuss how these challenges affect different layers
of OSI hierarchy starting from the networking layer and including some of the
discussion of the data link layer as well. Here, we make an important distinction
between the mobile communication which involve physical and MAC layers,
and mobile computing, which we broadly define as including mobile networking
(data link, network, transport layers) as well as software applications such as
wireless access to information resources, client-server interaction, etc. In this
book, we do not discuss the layers belonging to mobile communications, but
rather, restrict our attention to those belonging to mobile computing.
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3.1 Mobile Networking

In this section, we review how the network, transport, and data-link layer
protocols are affected in mobile and wireless environments.

Mobility Management - Network Layer

The physical location of a mobile unit no longer determines its network address.
Thus, mobility poses a major challenge from the point of view of the network
level of OSI. How does the network know where a given user is? How does the
network route messages to mobile users?

These questions are currently being addressed in two different communities:
the Internet community and the cellular-communication community. The work
in the Internet community involves mobile IP [JMP95, PB94] aiming towards a
standard which would extend IP in order to deal with mobile hosts. The work
in the cellular-communication community is the effort on location management
of cellular phone users [BI96]. The latter deals mainly with connection-oriented
communication, since it is motivated by issues of call set-up in telephony. On
the other hand, the mobile IP work assumes a connectionless, packet-switching
scenario.

The main problem of mobility management is how to find an adequate tradeoff
between searching and informing. Searching is performed by the system in case
the address of the message recipient is not known or, at least, it is not known
precisely. Informing is the activity of the mobile unit, which informs the system
about its position. There are two extreme solutions: one in which mobile units
never inform the system about their positions and another, where units always
inform the system about their movements. The second scenario works very well
for those units that receive messages frequently. In such cases, the overhead
of searching large portions of the network (possibly, even the entire network)
is avoided at the expense of the mobile unit informing the system upon each
move, If, additionally, the unit does not move between cells often, the second
strategy is a clearly a good choice. On the other hand, if the unit moves very
often and does not receive many messages, it is probably better not to inform
the system but, rather, to have the system perform a search when necessary.
There is clearly a need for a tradeoff: when mobile unit occasionally informs the
system (or specially designed home agent). The exact nature of the tradeoffs
and compromises is described in [IB92].
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Since the users are mobile, there is a possibility of the user receiving the same
message twice (though in different cells) or not receiving a message at all while
in transition between two cells. Multicasting to mobile clients presents its own
challenges [AB94b]. The main issue in multicasting is how to guarantee “exactly
once” or “at least once” delivery in an efficient manner. The MCAST protocol
provided in [AB94b] offers a preliminary solution. An interesting problem in
multicasting is how to maintain efficiently a group view — the set of MSSs which
have, in their cells, at least one member of a given multicasting group.

Ad-hoc networking is the ultimate challenge for mobile networking. In ad-
hoc networking, mobile terminals can form networks without participation of
the fixed infrastructure. Such networks arise in rapid-deployment situations,
like emergency services at a disaster site, or military operations in a remote
area. The can also be employed in business situations such as meetings held
in venues without network infrastructure. The structure of an ad-hoc network
is highly dynamic. Routing tables may change frequently due to changing
communication conditions and power levels. A given terminal can serve as a
router between two other terminals, due to its current intermediate position at
one instant of time and no longer be in that position a short time later.

Transport Layer - Effects of Mobility and Wireless
Connection

The task of efficiently maintaining end-to-end flow and congestion control over
a mix of wired and wireless links is a difficult task due to the different charac-
teristics of the wired and wireless networks. Congestion is the main source of
packet loss on wired links, because error rates are very low. The situation is
reversed on the wireless link, where packet loss is caused mainly by high error
rates. Consequently, wireless and wired links require different techniques to
achieve reliability and flow control.

Céceres and Iftode in [CI95] (included as Chapter 7) was the first to observe
that the congestion control in TCP may cause incorrect behavior of TCP when
dealing with mobile hosts in a wireless network. The lack of acknowledgments
from moving hosts who are in the middle of handoff between cells will cause the
transmitting host to back off (slow down) exponentially, and it may take some
time for the sender to come back to the original transmission rate. This leads
to an unnecessary drop in throughput resulting from TCP’s misinterpretation
of the receiver’s move as network congestion. Similarly, higher error rates on
the wireless link will be interpreted by TCP as congestion, again leading to an
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unnecessary drop in the data rate. TCP was designed for wired networks with
low error rates and not for unreliable wireless networks with hosts which may
occasionally disconnect.

One possible solution to this problem involves extending TCP (or another trans-
port protocol) to handle wireless as well as wired links. Such a solution would
require eventual replacement of the old version of TCP by a new protocol. This
may not be practical. In order to avoid TCP modification, Badrinath et al.
[BB95a] (also discussed in Chapter 8) propose to split the TCP protocol into
two parts: one between the sender and the MSS local to the receiver and an-
other, which manages the connection between the mobile host and the MSS.
The TCP which runs between the sender and the MSS need not be modified.
Only the link between the MSS and the mobile host requires a modified proto-
col. The proposed protocol, called indirect TCP (I-TCP), has been implemented
[BB95b] and demonstrated to achieve much better throughput than the stan-
dard TCP, especially for mobile hosts which move across the non-overlapping
cells, and when the sender is located far away from the receiver.

The idea of indirect protocols can be extended further to other layers of OSI
and to include such application protocols as ftp, http (used in the World-Wide
Web), and remote procedure calls. To illustrate this further, let us consider the
http protocol, where the client has to make a separate TCP connection in order
to reach each single Web page. While this is a reasonable solution for the fixed
host, it is unacceptable for the mobile host communicating on a slow wireless
link. Indeed, since each TCP connection requires a 3-way connection set up
and a 4-way connection drop,® the resulting overhead will be unacceptable on
a wireless link.

A better solution is to let the MSS represent a wireless client by opening and
closing such TCP connections for it. The mobile client would then open just one
http connection with its MSS. Such a solution would require writing a separate
protocol to handle the wireless link between the client and the MSS and would
leave the link between the MSS and the server unchanged. Thus, only the part
of the protocol dealing directly with the wireless and mobile host would require
modification. Making the MSS a local agent or prozy of the wireless client is

9To establish the TCP connection, the sender has to send a special packet with the initial
sequence number to which the receiver responds with its own sequence number. The third
packet is an acknowledgment from the sender. To close the TCP connection, four packets
have to be exchanged: the sender sends the connection closing packet,which is acknowledged
by the receiver, then the receiver also closes the connection on its side and the sender sends
an acknowledgement.
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natural choice since the MSS is “close” to the wireless link and can monitor it
better than some more remote intermediary.

The concept of indirection can, in general, lead to the modification of stan-
dard client-server protocols to a client-proxy-server model, where clients are
represented (to certain extent) by proxies (their local MSS) when dealing with
remote servers. Such proxies can do most of the work for the clients and contact
them only when it is absolutely necessary. Among the issues to be resolved are
handoffs which result from mobile client moving between different cells during
a session with the server, and authorization and security issues dealing with
clients using proxies outside their home environment, etc.[BBMI93]

3.2 Information Services

As we go up in the OSI hierarchy, we have to address the issue of interactions
of mobile wireless clients with the information resources on the fixed network.
Network information resources can be accessed literally from anywhere via wire-
less links of varying quality and possibly varying tariffs.

Performance Metrics

Information content and methods of the information delivery depend on the
location of the user. Hence, user location is an important and dynamically
changing parameter. Cost of information will vary depending on the location
of the user, who may now face the choice of getting desired the information
now, but for higher cost, or later, for less cost. Finally, an additional precious
resource, battery power, has to be minimized when interacting with the fixed
network. We speculate that in the client’s interactions with information services
(such as the World-Wide Web), measures such as queries per Hz and queries
per watt will be important. The analogous performance criteria in cellular
telephony is cell capacity: the number of telephone calls which may be handled
in a cell per unit of time. In the future, a query, a request for a page, will be the
analog of a telephone call in terms of performance metrics. Consequently, we
believe that in the future wireless services, the cell capacity will be measured
in terms of the number of queries which the local MSS can handle per unit of
time as well as the number of queries which a mobile client can issue per unit
of power.
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Issues in Dissemination of Information to Mobile
Clients

Wireless Information services will be characterized by their geographic scope.
Wide-area services such as stock market information, will be offered on a na-
tional scale. Macroservices,'® such as weather, would be provided on a regional
basis, with regions extending to tens or hundreds of miles. The geographic
scope of microservices such as traffic conditions will extend to the size of the
current cells: a few miles in diameter. Finally, one could imagine picoservices in
an area corresponding to future picocells, perhaps hundred meters in diameter.
For example, parking availability could be provided within such a scope.

Designing support for information services for mobile users will require address-
ing the following key new issues:

s Interoperability and adaptability to networking environments ranging from
high-bandwidth wireless LANs to low-bandwidth cellular and infrared com-
munication links.

s Energy-efficient data access for terminals running on self-contained power
supplies

= Support for mobility and disconnection

= Support for active services; e.g., triggers, periodic data delivery, etc.

Below, we describe the impact of the each of the above issues on the design of
wireless information services of the future.

There are two basic modes of information dissemination to be considered: pub-
lish and provide on demand [IV94]. The latter is the traditional client-server
approach (the client submits a request and the server responds). The former
(“publish”) is different [I[VB94b]. The server either periodically broadcasts in-
formation or sends it on a specific multicast channel [OPSS93, IV96]. Such
published data will eventually be filtered by the client. The server assists the
client in this filtering process by providing a directory of published information.
There are many advantages of the publishing mode: broadcasting the most fre-
quently accessed data items (hot spots) saves bandwidth since it cuts down the

10The granularity of services does not directly correspond to the cell granularity (macro-
cells, microcells) and should not be confused with it.
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number of separate but identical provide-on-demand requests. Also, it saves
client energy by avoiding energy-consuming uplink transmissions from client to
server. Providing the directory helps the client to tune selectively only to rele-
vant information and remain in doze mode for the rest of the time. This strategy
saves considerable amount of energy as demonstrated in [IVB94b, IVB94a]. Ex-
amples of periodically published data include stock quotes, traffic, and weather
conditions.

Each cell’s bandwidth can be divided into three channels:

s  uplink channel
s on-demand downlink channel

w  broadcast downlink channel

How much bandwidth is allocated to each channel depends on the cell, and is
a function of the cell population and the pattern of requests. For example, one
cell may carry stock market information on its broadcasting channel, another
cell’s server may decide, due to a limited interest in stocks, to provide stock
information only on demand.

In general, cells will differ in the type of radio infrastructure and consequently
by the amount of available bandwidth. Thus, not only the content, but also
structure and the mode of information presentation will be location-dependent.
There is an obvious need for a protocol suite which would make this depen-
dency hidden from the user who relocates between such cells. Some of the
services will have to be continued upon crossing cell boundaries with minimal
service disruption. Thus, there is a need to handle service handoff in a manner
analogous to the way in which cellular handoff is handled now. To ensure rapid
response to client requests, a “hot list” of items which the client accesses most
frequently will have to be re-bound to a new set of addresses when the client
enters a new cell. Therefore, each cell must provide a “directory of services,”
mapping services to their mode of their delivery (broadcast, multicast, or on-
demand) and channel. This directory must include local services as well as
global, wide-area services, and must be provided on a standard channel. The
exact mapping between services and their addresses is not visible to the user.
The system seamlessly rebinds the services according to the allocation used in
the new cell.
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Inadequacy of the current concept of information
services for wireless and mobile environments

There are already several efforts to modify network information services, such
as Web browsers, to deal with wireless and mobile clients. This work is cur-
rently performed by groups at MIT [K+94], Rutgers [ABIN95], the University of
Washington [VB94], and Xerox [WSA+96]. Before we summarize these efforts,
we point out the main inadequacies of the current World-Wide Web protocols
for mobile clients:

m  Page addressing based on the location of servers.
s Lack of presentation autonomy
m  Lack of display independence and presentation adaptability

B Stateless servers

We address these issues, in turn, below.
Location-Based Addressing

In the http protocol, each page has a fixed IP address. Each client has to make
a connection (ftp connection) to that address in order to access this page. Thus,
there is only one address and one access mode (on-demand) which is currently
supported. This is inadequate for location-dependent information services for
wireless and mobile users, where the content of the presented page changes with
the user’s location, and where the method of page delivery varies from cell to
cell. For example, the traffic conditions page will have different content in New
Brunswick than in Princeton, and its method of delivery may vary as well;
for instance it may be published every minute in Princeton, while provided on
demand in New Brunswick.

Thus, pages should be identified independent of the location of the server which
offers them. The best solution would be to use the same address for each
location-based page in every location, and create a binding to the local address
analogously to the way “800” telephone numbers in North America are bound
to actual telephone numbers [Che92, OPSS93, ABIN9S].
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Presentation Autonomy

The local MSS should have the autonomy to decide how a particular remote
service is going to be presented to users registered in its cell. Consider again
the example of the stock information service: the MSS may decide to publish
(broadcast) stock quotes for the S&P100 stocks every minute, broadcast stock
quotes for the S&P500 stocks every 5 minutes and provide other quotes on
demand with a cache invalidation service[BI94], which broadcasts periodically
reports only about significant changes of the stock values. MSS may also decide
that special events such as a stock reaching a new high require a special broad-
cast message which should be sent to subscribers. The remote stock server
will not and should not be aware of this autonomous decision of the MSS and
different MSSs may decide to “carry” the stock information services differently
in order to best utilize their resources and perhaps also maximize the profit.!!

Presentation Adaptability

By display independence, we mean the ability to present a page on a range of
devices including the telephone (through a voice processing card and prompted
menu interface enabling the user to enter selections from the telephone key-
pad), palmtops with small limited resolution, and powerful laptops equipped
with full color monitors. Presentation adaptability allows different presentation
of a page depending on the current load on the network, available bandwidth,
and energy resources on the client. For example each link should have resource
prerequisites associated with it and only links which are “eligible” for the cur-
rent environment should be displayed on the client’s machine. In this way,
different clients may see different views of the same service. In fact, the same
client may see different views of the same service at different times in the same
cell due to the varying load on the network.

Stateless Servers

Web servers are stateless, that is, they do not keep any information related to
the state of their clients. Although this is a reasonable design for current Inter-
net users, this approach is less reasonable for low-power clients connected by
low-bandwidth links. By retaining information about a client, a server can deal
more effectively with such issues as location-dependent data and presentation
adaptability.

11No one knows what the tariff structure will be for the future wireless services but one
may assume that the MSS will have to pay the remote server for syndicating its service and
will generate a profit by reselling this service to its local residents.



26 CHAPTER 1

Efforts to Modify Web Services for Mobile and
Wireless Clients

The DataMan group at Rutgers has developed an authoring interface [ABIN95]
to design location-aware information services. Pages are categorized as location-
dependent and location-independent. For example, the printer page is location-
dependent and provides directions to the nearest printer from the user’s current
location. Such pages are stored on multiple MSSs with possibly different con-
tents, depending on the MSS’s location. Location-dependent pages are accessed
via a new mechanism, called nearcast, by associating a unique multicast address
with each such page. The mobile client accesses a location-dependent page by
multicasting a request for that page. The nearest MSS which has a copy of
the page and is a member of its multicasting group responds to the client’s
request.!? This is similar to subject-based naming in the spirit of [Che92).
The mobile client always uses the same address despite the possibility that the
underlying actual address of the requested page varies.

The scope of a page is another concept which is associated with a location-
dependent page. The scope is the set of locations in the immediate neighbor-
hood of the current location in which the page remains invariant. Thus, the
client needs to refresh the page content only when moving out of the page’s
scope, rather than upon each crossing of a cell. The current system provides
support for multiple granularities of location information. In this way, the
scope of the page can be characterized, as, say “Rutgers Campus” without the
need to specify all the MSSs on campus.

The DataMan prototype provides features for autonomous presentation of a
service by an MSS. Thus, a given page can be provided either on demand or
published periodically, depending on the structure and volume of requests in
each cell.

Finally, DataMan provides page invalidation through multicasting. If a content
of a given page changes in time, a page invalidation message is multicasted by
the server on a specific, predefined multicast address.

In the Mobisaic project [VB94] (discussed in Chapter 14) at the University
of Washington, the location-dependent context of mobile hosts is abstracted
as <dynamic-variable, value> pairs. Changes to the values of such variables

121n this way, the nearcast address plays a role analogous to “800” numbers (in North
America) which are bound to possibly different numbers depending on the area where it is
used.
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are propagated to interested parties using a publisher-subscriber mechanism.
Based on this availability of “mobile computing contexts” of users, the authors
present two interesting concepts (and their implementations):

s Dynamic URL: A URL that references dynamic variables and whose
values are resolved when the URL is accessed. This allows the same URL
to specify different document contents.

m  Active Documents: Documents whose contents change or become in-
valid when a specified set of dynamic variables changes.

The paper also presents the necessary extensions to HTML for authoring active
documents.

Other work at University of Washington [Wat94] (presented in Chapter 13)
involves principles for partioning functionality at the application-level between
a mobile, wireless client and a proxy on the static network. As an example of
a wireless application, the paper presents W*, a Web browser. This browser is
explicitly designed to optimize wireless communication and allow for a proxy
to cache and/or parse documents on behalf of the mobile client.

Work at MIT [K+94] deals with optimization of wireless link between the mobile
unit and the MSS. In order to avoid expensive page transfers, an alternative
solution is proposed in which pages are generated locally by the mobile client.
Thus, the mobile client, upon requesting a particular Web page, receives the
HTML code which it runs to locally generate the page.

3.3 Power Management

Power management is already being addressed in hardware. Features like
switching off backlighting, providing the CPU with a power-efficient doze mode,
replacing disks with more energy-efficient semiconductor memories, are just a
few examples of steps towards lowering power consumption. There is now a
growing pressure to improve energy management further at the software level.

Energy-efficient software is possible only if energy-management features already
exist on the hardware level. Thus, the CPU should have a low-energy mode, a
disk that can be spun down, a radio receiver that can be switched off when idle,
etc. Energy-aware software algorithms will take advantage of these features by
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maximizing the time the CPU spends in the doze mode, keeping the receiver off
most of the time, minimizing energy consuming transmissions, spinning down
the disk, etc.

There is substantial room for power saving features on the application layer.
We have already discussed the publishing mode of information dissemination
in which the server periodically broadcasts “hot spots” of information without
explicit requests from the clients.

There is research underway at a variety of levels:

m  Operating Systems:

— The work of [WWDS94] to schedule CPU operations for low energy
(discussed in Chapter 17)

— The work at Sun [B+93] on energy-efficient features in operating sys-
tems (discussed in Chapter 16)

s Communication Protocols:

— MAC Layer: such as in IEEE 802.11 and CDPD

— Application Layer: by using publishing mode, avoiding uplink trans-
missions, etc.

w  I/0O and File systems:
The work of [DCK+94] dealing with spinning down the disk.

The main objective of the low-energy features of 802.11 is to let the mobile
unit keep the receiver off most of the time. This is accomplished by careful
synchronization between the MSS and the mobile unit. When the MSS receives
a message addressed to one of the mobile units which reside in its cell, it does not
forward the message directly, but buffers it. Periodically, the MSS broadcasts
a “preview” which is a list of identifiers of all the mobile units which have
an outstanding message to be delivered by the MSS. The mobile unit turns
its receiver on synchronously to listen to the periodic preview. If the preview
contains the the mobile unit’s identifier, then the mobile unit either keeps its
receiver on until the message is received, or it informs the MSS as to when it
wants to receive its messages. In either case, if the mobile unit receives only a
few messages a day (even the most heavy e-mail users typically do not receive
more than 50-100 messages a day) it can keep the receiver off most of the time,
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saving considerable energy. For example in [IGP95], the energy savings for
the WaveLAN card are provided for a protocol which is a variation of 802.11.
With the average load of 30 messages a day, the receiver will be “on” for
approximately 10 seconds to a minute, rather than hours, leading to significant
energy savings. CDPD offers a similar low-energy feature. In [IGP95] some of
the effects of varying preview size are studied. It would be useful to put some
of these features on the application layer, so that applications can influence the
size and the frequency with which the preview is broadcasted, based on their
tolerance of delay. It is also argued there that avoiding uplink transmissions
from the mobile unit to the MSS, which are very energy consuming (especially
in outdoor environments) is highly desirable. Therefore, solutions in which
the mobile unit stays active immediately following the preview message, which
contains unit’s identifier, are preferable.

Further reduction in transmissions can be achieved by means of transport layer
modifications which cut down on the number of acknowledgements from the
mobile recipient. Perhaps, analogously to congestion control, we need power
control by controlling the number of acknowledgments depending on the power
resources of the client.

The energy management issues dealing with I/O operations are discussed in
Chapter 18, where it is demonstrated that replacing the disk with flash memory
can lead to very substantial energy savings.

3.4 Systems Issues in Mobile Computing

The key issue which will affect the basic design of file systems and, to a large
degree, database systems as well, is the issue of disconnection.

Operating System and File System Issues

Disconnection support is an important aspect of mobility support. Mobile users
will be often disconnected from the shared file systems and should be allowed to
work on their local file system until they reconnect again. On reconnection, the
changes to the file are propagated to the file server. The Coda file system which
is based on the Andrew file system allows for disconnected operation[KS92] (see
Chapter 19). A disconnected Coda client can continue to work by using any
data in the cache. When the client reconnects, the updates are reintegrated.
Update conflicts are handled similarly to reconnection process of a partitioned
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replicated database. It is possible that updates of a disconnected client will be
discarded if some other connected client has modified the files.

The Ficus replicated file system developed at UCLA[HPGP92] also supports
a form of disconnected access. In Ficus, each file is replicated to enhance
read availability. Further, it adopts a primary copy approach to replication
control. First, the update is propagated to the primary copy and later messages
are sent to the secondary copies. The exclusive-write/multiple-readers scheme
of synchronization is implemented by the use of write tokens. Only a site
with the write token can modify the file. Thus a disconnected client can be
considered as a server with write tokens for the files for which it has the primary
copy. However, on reconnection, communication to the secondary sites needs
to be accomplished. The file system proposal at Columbia [TD92] attempts
to alleviate the problem of expensive global communication of a replicated file
system by using a lazy update scheme. Further, to reduce update propagation,
two different read semantics (loose read, a best-effort value, and a strict read,
giving the most recent version) are provided.

Disconnected operation has been added to the AFS as part of the Little Work
project at the University of Michigan [HHRB92, HH93]. Before disconnec-
tion, most recently accessed data is cached at the client. Upon reconnection,
file system updates that are recorded in a log are propagated to the server.
While in disconnected mode, the mobile unit performs local operations but
network operations are logged and deferred. When the network connection
is re-established, the cache manager iterates through the log and updates are
transferred to the server. If a conflict is detected, then the replay agent notifies
the user that manual resolution is needed.

Work in this area [KS92, HPGP92, TD92] has focused on environments in which
the users are connected either over a fast network or totally disconnected from
the network. Weak connectivity (wireless connection) and energy restrictions
have not been considered.

Caching in mobile environments is addressed in [BI94]. There, the MSS does
not keep the state information about clients but rather periodically broadcasts
invalidation reports so that, upon reconnection, the mobile unit can determine
which cached items are valid and which items are invalid without performing
expensive uplink requests.
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Database Systems Issues

It is clear that mobile clients will not run a complete database system lo-
cally. Most likely, mobile users will use very lightweight client software on
their machines and use remote database servers to process most queries and
transactions.

Clients will, however, perform simple queries and transactions on local data,
especially when they are disconnected. Such transactions will generally use
operations of three types:

m  Operations against closely-held data, in which the chance of data conflict
is low.

m  Operations that commute, such as increment and decrement.

m  Operations on a partition of the actual data. An example of this is a set of
tickets where a mobile unit may be allocated a subset of the set of available
tickets prior to disconnection [SS90].

If transactions follow the above restrictions, updating the shared database at
reconnect time is straightforward. Special applications may require more com-
plex reconnection protocols and, possibly, human intervention. The impact of
mobility on transaction processing is described in [KJ96].

During periods when the mobile unit is connected, queries should be processed
in an energy-aware manner. This involves making tradeoffs between energy
used in communication and energy used locally. It may also mean choosing a
query processing plan that is suboptimal in terms of time, but optimal in terms
of energy (for example, by reducing the time the disk is spinning). This issue
is explored in detail in [AG92].

Many applications of mobile computing, especially those relating to travel
and traffic information, require the processing of location-dependent queries in
which the user’s location is a parameter of the query. Processing such queries
is discussed in [IB92).

Recovery is an interesting issue since the mobile unit is subject to catastrophic
failures like theft, physical destruction, etc. Thus, there is no such thing as
truly stable storage on the mobile unit. As a result, the local log may have to
be uploaded periodically to the fixed network as described in [AB94a]. Further-
more, since much of the mobile user’s interaction is of a non-database nature,
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it is desirable to apply database-style recoverability to a broad set of mobile
applications.

Disconnection management is even more important in the database context
than it is in the context of file systems. Because disconnection is part of routine
mobile computing, rather than a failure mode, the database buffer manager
must be able to deal with periods of disconnection without the imposition of
high-overhead at the time of reconnection. [BI94] shows new techniques for
cache invalidation suitable for mobile and wireless environments.

For many, perhaps most, applications, the user interface will be application
specific. However, general-purpose interfaces require an alternative to SQL-
based languages. Graphical user interfaces designed for workstations tend not
to map well to the small screen of mobile computers. For casual database users,
and users of PDAs, a pen-based interface is required. Preliminary work in this
area is described in [AHK92].

A more detailed discussion showing which database issues will be most affected
in mobile and wireless environments is presented in [1] as well as in {IB9%4].

3.5 Research Prototypes

There are several research prototypes currently being developed, many of which
are described in this book. The Ubiquitous Computing project at Xerox, the
Infopad project at Berkeley, and Coda at CMU were among the most significant
early efforts. Xerox’s work is described in this book in Chapters 2, 15, and 17.
The CMU work is described in Chapter 25. The Infopad work [SLBR94] repre-
sents one extreme in the model of computation for a mobile system. It gives the
smallest role to the mobile station. While this imposes the disadvantage that
the mobile unit is useless without a network connection, it offers significant ad-
vantages in power {100 milliWatts for the entire mobile unit), and in the ability
to devote the entire device to user interaction. In this work, it is assumed that
the mobile devices (“Pads”) are always connected. Computation and storage
is handled by stationary machines on the backbone (wired) network, and the
mobile device (a multimedia terminal) need handle only bitmaps sent over the
wireless network (an RF line).
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4 BOOK CONTENT

In this section, we review the content of the book by briefly summarizing each
chapter.

After the first two chapters, the ordering of chapters is generally consistent with
the bottom up view of the OSI hierarchy. Thus, we begin at the network layer
by reviewing mobility management issues and ad-hoc networking (in Chapters
3 through 6), and then continue with the transport layer issues in Chapters 7
through 10. Chapters 11 through 14 discuss higher level protocols for infor-
mation services, and Chapters 15 through 21 general systems issues in mobile
computing. Finally, Chapters 22 through 25 review some research prototypes
and applications.

Chapter 2 presents a comprehensive summary of the most prominent and ex-
tensive research prototype: the Ubiquitous Computing project at Xerox. In
the Xerox model, there is no fixed attachment between the user and the mobile
terminal. Xerox’s vision predicts that small computers will become as univer-
sal as paper pads and that mobile users will possibly use different terminals
at different locations. The PARCTab system integrates a palm-sized mobile
computer into an office network with small-cell wireless communication. Three
different types of devices, PARCTab (a palm sized computer), PARCPad (an
electronic notepad), and Liveboard were built to illustrate three different scales
of devices. The paper presents the basic philosophy of ubiquitous computing
and describes the system design and application components of this pioneering
work. Thus, it serves as a good overall guide to the broad issues facing the
designer of a mobile system.

Mobility management is addressed in Chapters 3 and 4. Chapter 3, “Scalable
Support for Transparent Mobile Host Internetworking,” by David Johnson,
describes the current status of work on Mobile IP in the form of a review of
the latest IETF proposal. This chapter reviews the main concepts introduced
by the IETF proposal such as registration, tunneling, foreign agents, etc. It
also discusses the location update mechanisms and location caching. Chapter
4, “Mobility Management in Internet and Cellular Environments,” by B. R.
Badrinath and T. Imielinski, compares work on mobility management on the
Internet with the work on location management in cellular telephony. Two
distinct research commuunities are working on this problem. The paper attempts
to compare different approaches and points out similarities and differences in
network and system assumptions.
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Work on ad-hoc networking protocols is presented in Chapters 5 and 6. Chapter
5, “Dynamic Source Routing in Ad Hoc Wireless Networks,” by David B. John-
son and David A. Maltz, presents a routing protocol for ad-hoc networks which
is based on dynamic source routing. An intesting feature of this protocol is that
it adapts quickly to routing changes when hosts movement is frequent, yet it
requires little overhead when hosts move less often. The overall overhead of the
protocol is measured through simulations and is determined to be quite low,
falling to just 1% of the total data packets transmitted. Chapter 6, “Routing
over Multi-Hop Wireless Network of Mobile Computers,” by Charles Perkins
and Pravin Bhagawat, offers an alternative approach to routing in ad-hoc net-
works. The mobile hosts are viewed as routers which periodically advertise
their view of the interconnection topology to other mobile hosts. The key chal-
lenge is to avoid advertising unstable routes. To this end, a route updating
mechanism, which is based on the past history, is designed. The routing algo-
rithm is an extension of the today’s distance vector approach (Bellman - Ford)
with additional features which reduce the impact of fluctuations in unstable
routes.

The transport-layer issues in wireless and mobile environments are discussed
in Chapters 7 through 10. Chapter 7, “Improving the Performance of reliable
Transport Protocols in Mobile Computing Environments,” by Ramén Céceres
and Liviu Iftode, introduces the basic challenges of designing transport-layer
protocols for wireless and mobile environments. As we have pointed out ear-
lier, reliable transport protocols such as TCP interpret delays and losses re-
sulting from handoffs and disconnections as signs of network congestion. This
degradation is quantified in this chapter through the measurement of protocol
behavior in a wireless networking testbed. It is demonstrated that the current
TCP implementation produces unacceptably long pauses in communication dur-
ing cellular handoffs (800 milliseconds or longer). The need for differentiation
between motion-related and congestion-related packet losses is postulated and
preliminary solutions are sketched. Chapter 8, “I-TCP, Indirect TCP for Mobile
Hosts,” by A. Bakre and B. R. Badrinath, is an implementation of a solution to
the problem reported in Chapter 7. I-TCP splits the end-to-end transport-layer
interaction into two parts: the fixed network part and the wireless part. The
fixed network part remains unchanged (which is beneficial since it is imprac-
tical to assume that the entire TCP will have to be changed to accommodate
mobile hosts), while the wireless part, between the MSR and the mobile host
is new. The wireless part of the [-TCP “understands” that the handoff should
not cause exponential backoff. The experimental results present significant per-
formance gains (throughput) especially for wide-area communication and with
moves occurring between nonoverlapped cells. Chapter 9 provides an extension
of TCP for wireless environment which is also based on the concept of indirec-
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tion (as in Chapter 8). The proposed “Mowgli” communication architecture
is designed to split the channel with end-to-end control into two parts with a
store-and-forward type interceptor. This interceptor allows implementation of
two separate subsystems, one wireline-oriented and the other, wireless-oriented.
Thus, similarly to the work in Chapter 8, the existing TCP/IP communication
infrastructure can be retained, while the special purpose protocol has to be
implemented only for the wireless link.

Chapter 10, “Asynchronous Video: Coordinated Video Coding and Transport
for Heterogeneous Networks with Wireless Access,” by J. Reason, L. C. Yun,
Allen Lao and David Messerschmidt, addresses transport-layer problems deal-
ing with the transmission of asynchronous video over wireless networks. The
main goal of this work is to minimize the perceptual delay, that is, the delay
perceived by the end user. Two related techniques are introduced in order to
reduce this perceptual delay: coding the video in such a way that there is no
need for transcoders, and asynchronous reconstruction of the video presenta-
tion at the receiver. For instance, the low motion areas are more tolerant of
delay than the high motion ones. This leads to the additional compression
through discarding fine-resolution information in the areas of high motion and
transporting information in low-motion areas less often. Analytical and simula-
tion results are presented that demonstrate substantial gains in traffic capacity.
Allowing the worst-case transport-layer delay to increase may actually increase
the overall network traffic capacity. This is particularly advantageous on wire-
less access links, though it is incompatible with the approach taken by existing
MPEG compression standards for video.

Chapters 11 through 14 discuss the higher level issues (above transport layer)
dealing with the wireless access to information. Chapter 11, “Wireless Publish-
ing: Issues and Solutions,” by T. Imielinski and S. Vishwanathan introduces
the concept of publishing into client-server interactions in wireless environments.
Publishing is a periodic broadcasting of information by the MSS over a wireless
medium. Publishing mode is intended for information which is likely to be
requested frequently and its advantages include reduction in uplink traffic, as
well as power savings on the client platform. Chapter 11 provides an overview
of different addressing methods for publishing mode, which are based either
on temporal or on multicast addressing. Addressing allows clients to tune se-
lectively to relevant pieces of published data and switch to a low-power mode
of operation (CPU in the doze mode, the receiver switched off, etc.), while no
relevant information is being published. Algorithms for adaptive scheduling of
publishing mode in conjunction with the standard “on-demand” client-server
interactions are presented as well.
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Chapter 12, “Broadcast Disks: Data Management for Asymmetric Communi-
cation Environments,” by S. Acharya, R. Alonso, M. Franklin and S. Zdonik
views repetitive broadcast (publishing mode) as a “disk on air”. The paper
describes different scheduling policies with frequency of broadcast proportional
to the access probability. Similarly to [IVB94a], periodic broadcast is viewed
as a form of a cache on air and another level of memory hierarchy.

Chapters 13 and 14 present first attempts (along with the DataMan project
described earlier) to study the design and development of location-dependent
information services.

Chapter 13, “Application Design for Wireless Computing,” by Terri Watson,
presents principles for partitioning functionality at the application-level be-
tween a mobile, wireless client and a proxy on the the static network. As an
example of a wireless application, the paper presents W*, a Web client browser.
This browser is explicitly designed to optimize wireless communication and al-
low for a proxy to cache and/or parse documents on behalf of the mobile client.

Chapter 14, “Mobisaic: An Information System for a Mobile and Wireless
Computing Environment,” by G. Voelker and B. Bershad, deals with primitives
necessary to build location-dependent applications. The location-dependent
context of mobile hosts is abstracted there as <dynamic variable, value> pairs.
Changes to the values of such variables are propagated to interested parties
using a publisher-subscriber mechanism. Based on this availability of “mobile
computing contexts” of users, the authors present two interesting concepts {(and
their implementations): dynamic URLs and active documents. The paper also
presents the necessary extensions to HTML for authoring active documents.

Chapter 15, “Providing Location Information in a Ubiquitous Computing En-
vironment,” by Mike Spreitzer and Marvin Theimer, reviews security issues
dealing with the control information about location. A new architecture is
presented in which users have primary control over location information.

Chapters 16 through 21 deal with broad systems issues of mobile computing,
ranging from the operating and file system issues to database applications for
mobile computers.

Chapter 16, “Unix for Nomads: Making Unix Support Mobile Computing,”
by Michael Bender, et al., addresses the design issues for extensions of Unix'3
(and, specifically Solaris) to support nomadic computing. It is argued there

13Unix is a trademark of X/Open
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that substantial changes ranging from the kernel level through the user com-
mand set are necessary to support mobile computing. The paper discusses the
kernel changes to support power management, the PCMCIA standard, serial
line networking and new electronic mail applications designed to specifically
deal with slow, serial line connections.

Energy-management issues are discussed in Chapters 17 and 18 (along with
Chapter 11).

Chapter 17, “Scheduling for Reduced CPU Energy,” by Mark Weiser, Brent
Welch, Alan Demers, and Scott Shenker, discusses modifications in the CPU
scheduling policies to reduce energy consumption. The metric of interest is
how many instructions are executed for a given amount of energy, or MIPJ
(Instructions per Joule). Trace driven simulations are provided to compare
different classes of schedules with varying computing speeds allowing the CPU
to use lower voltage and consequently, reduce energy consumption.

Chapter 18, “Storage Alternatives for Mobile Computers,” by F. Douglis, et
al., investigates the impact of new storage devices such as small hard disks,
flash-memory disk emulators, and flash memory cards on file system design.
As in Chapter 17, one of the main issues is power consumption. It is concluded
that using magnetic disks for file storage on mobile computers is basically un-
acceptable from an energy point of view. To extend battery life, it is possible
to spin down the disk when it is idle. But even then, the power consumption
is an order of magnitude higher than for a file system using flash memory. In
general, a flash-memory file system has the most attractive quality with respect
to energy and performance. However, the price and capacity limitations are
still major drawbacks.

Chapters 19 and 20 deal with the impact of disconnection on file system de-
sign. Disconnection is one of the central issues in mobile computing and Coda
was the first implementation of the file system explicitly supporting disconnec-
tion. Chapter 19, “Disconnected Operation in the Coda File System,” by James
Kistler and M. Satyanarayanan, describes the design and implementation of the
Coda file system at CMU. Clients view Coda as a single, location-transparent
Unix file system. While a client is disconnected, its file system requests are
serviced solely based on the contents of local caches. File replication is used
in order to improve availability. While Chapter 19 describes design and imple-
mentation issues, Chapter 20, “Experience with Disconnected Operation in a
Mobile Computing Environment,” by M. Satyanarayanan et al., presents qual-
itative and quantitative data on file access using Coda file system over a period
of about 2 years. This chapter describes the results of quantitative evalua-
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tions including disk space requirements, reintegration latency, and the value of
log optimization. Hoarding and hoard profiles, which describe the path names
identifying objects of interest to the user, lead to cache-content optimization.
The impact of more advanced concepts such as multi-level hoard priorities and
“meta expansions” to minimize the size of hoard profiles is described as well.

Chapters 21 and 22 deal with some of the database issues in mobile computing.
Chapter 21, “Mobility Support for Sales and Inventory Operations,” by N. Kr-
ishnakumar and Ravi Jain, describes the use of an escrow mechanism to allow a
distributed server architecture in which a mobile transaction can execute using
the data held by the server to which it is directly connected. The mobile sales
and inventory applications are examples of a well-defined market segment, but
the solutions described in the paper are more general, and can apply to any
set of mobile users who share a common database. Chapter 22, “On Query
Processing Strategies for Mobile Computing,” by Masahiko Tsukamoto, Rieko
Tanaka, and Shojiro Nishio, considers queries that request data from mobile
hosts or request data about mobile hosts (such as location). This work con-
siders several different query processing strategies based on either broadcast
or notification. The optimal strategy depends upon parameters of the system
{computers and network), the degree of mobility of the mobile hosts, and rate
of query submission.

Chapters 23 and 24 describe some of the ongoing research prototype work.
Chapter 23, “The Case for Wireless Overlay Networks,” by Randy Katz and
Eric Brewer describes a heterogeneous architecture for future mobile informa-
tion services that is based on a wireless overlay network. In an overlay network
several possibly different wireless networks may coexist. For example, a high
bandwidth infrared network can be overlayed with a lower bandwidth radio net-
work to provide connectivity between the areas of IR coverage. The resulting
architecture is discussed in detail along with the new issues of overlay network
management and application support services. A new testbed project “Bay
Area Research Wireless Access Network (BARWAN)” is described. Chapter 24,
“The DIANA Approach to Mobile Computing,” by A. Keller et al., provides an
approach to deal with heterogeneity in the mobile environment. Not only must
applications run on the wide variety of mobile platforms available (and likely
to become available), but a given instance of an application may have to move
from one platform to another — and possibly to a different kind of platform.
The DIANA system attempts to separate user interface and display manage-
ment from the underlying system and communication support. The DIANA
environment also addresses the problem of application development by allow-
ing applications to be tested in a simple environment before being interfaced
intc DIANA. :
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Chapters 25 and 26 focus on two important applications of mobile comput-
ing: maintenance and repair systems and travel information systems. Chapter
25, “The CMU Mobile Computers as Maintenance Assistants,” by Daniel P.
Siewiorek and Asim Smailagic, describes a “wearable computer” called “Vu-
Man.” An earlier version of VuMan was used as a campus navigational assis-
tant. The current version is targeted at maintenance operations by the U. S.
Marines. It provides a means for the user to access maintenance manuals while
performing repairs in locations where it is not practical to access a printed
manual. (Current procedures require two people — one to do the work and
the other to read the manual.) In addition to providing manual access, this
system allows input of maintenance data via a simple user interface. Chapter
26, “Genesis and Advanced Traveler Information Systems (ATIS),” by Shashi
Shekhar and Duen-Ren Liu, pertains to the application domain of transporta-
tion systems. Unlike many of the well-publicized services that provide routing
information based on a static database of maps and real-time positional data,
the Genesis project at Minnesota is including real-time traffic data as a param-
eter in routing decisions. This creates significant demands on the system, since
traffic data must be processed promptly and triggers must be used to inform
vehicles whose routes may be affected by accidents or reported congestion.
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ABSTRACT

The PARCTAB system integrates a palm-sized mobile computer into an office
network. This project serves as a preliminary testbed for Ubiquitous Comput-
ing, a philosophy originating at Xerox PARC that aims to enrich our computing
environment by emphasizing context sensitivity, casual interaction and the spa-
tial arrangement of computers. This paper describes the Ubiquitous Computing
philosophy, the PARCTAB system, user-interface issues for small devices, and
our experience developing and testing a variety of mobile applications.

1 INTRODUCTION

For the past 30 years the operating speed and component density of digital
electronics has steadily increased, while the price of components has steadily
decreased. Today, designers of consumer goods are incorporating digital elec-
tronics into more and more of their products. If these trends continue, as we
expect they will, many everyday items will soon include some form of computer.

Although computers are becoming ever more common in appliances such as
VCRs, microwave ovens, and personal digital assistants, they remain largely
isolated from one another and from more powerful desktop and laptop ma-
chines. We believe that in the future many computers will provide more valu-
able services in combination than they can in isolation. Ideally, many kinds

I This work was supported by Xerox and ARPA under contract DABT63-91-C-0027. Por-
tions of systems described here may be patented or patent pending.
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of specialized machines will work together via networks to let users access and
control information, computation and their physical and electronic environ-
ments.

In the Computer Science Laboratory (CSL) at Xerox PARC we have estab-
lished a number of research projects to explore this vision, which we call Ubiqg-
uitous Computing. This paper presents the results of the PARCTAB project,
an experiment intended to clarify the design and application issues involved in
constructing a mobile computing system within an office building. The PARC-
TAB system provides a useful testbed for some of the ideas of the Ubiquitous
Computing philosophy, which is described briefly in the next section. The sys-
tem is based on palm-sized wireless PARCTAB computers (known generically as
“tabs”) and an infrared communication system that links them to each other
and to desktop computers through a local area network (LAN). Although tech-
nological and funding limitations forced us to make numerous compromises
in designing the PARCTAB hardware, nevertheless the system, as described in
Section 3, meets most of our design goals. Likewise the small size and low res-
olution of the PARCTAB displays requires an innovative user interface design
to allow efficient text entry and option selection. Our solutions are presented
in Section 4.

A community of about 41 people at Xerox PARC take part in the system’s
operation and in PARCTAB application development, which are covered in some
detail in Sections 5 and 6. To date, we have developed and tested more than
two dozen PARCTAB applications that allow users to access information on
the network, to communicate through paging and e-mail, to collaborate on
shared drawings and texts, and even to monitor and control office appliances.
Descriptions of the various PARCTAB applications as well as data on users’
experiences with them are given in Sections 7 and 8, respectively.

By designing, constructing, and evaluating a fully operational mobile comput-
ing system and developing applications that exploit its unique capabilities, we
have gained some insight into the practical benefits and real-world problems of
such systems. In the paper’s final section, we collect these lessons and present
some of the many intriguing ideas that the PARCTAB project has spawned for
future work in Ubiquitous Computing.
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2 TUBIQUITOUS COMPUTING

As inexpensive computers add limited intelligence to a wider variety of everyday
products, a new model of computing becomes possible.

2.1 The Ubiquitous Computing Philosophy

This new technology aims for the flexibility of a far simpler and more ubiquitous
technology: printed text. Depending on the need, print can be large or small,
trivial or profound, verbose or concise. But though print surrounds us in myriad
forms, it does not dominate our thoughts the way computers do today. We do
not need to log on to road signs to use them or turn away from our colleagues
to jot notes on a pad of paper. Similarly, ubiquitous computers would demand
less of our concentration than present commercial computer interfaces that
require users to sit still and focus their attention. Yet through casual interaction
they would provide us with more information and all the advantages of an
intelligently orchestrated and highly connected computer system.

Creating such an intuitive and distributed system requires two key ingredients:
communication and context. Communication allows system components to
share information about their status, the user and the environment—that is,
the context in which they are operating. Specifically, context information might
include such elements as:

m  The name of the user’s current location;
m  The identities of the user and of other people nearby;

m  The identities and status of the nearby printers, workstations, Liveboards,
coffee machines, etc.;

m  Physical parameters such as time, temperature, light level and weather
conditions.

The combination of mobile computing and context communications can be a
powerful one |40, 29, 27, 31, 32, 30]. Consider, for example, an employee who
wants to show a set of figures to his manager. As he approaches her office, a
quick glance at his tab confirms that the boss is in and alone. In the midst
of their conversation, the employee uses the tab to locate the data file on the
network server and to request a printout. The system sends his request by
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default to the closest printer and notifies him when the job is finished. Many
more examples of the Ubiquitous Computing philosophy are presented in Mark
Weiser’s article “The Computer of the 21st Century” [39].

2.2 A Ubiquitous Computing Infrastructure

Attaining the goals of Ubiquitous Computing will require a highly sophisticated
infrastructure. In the ideal system, a real-time tracking mechanism will derive
the locations and operational status of many system components and will use
that context to deliver messages more intelligently. Users will be able to choose
from among a variety of devices to gain mobile, high-bandwidth access to data
and computational resources anywhere on the network. These devices will
be intuitive, attractive and responsive. They will automatically adapt their
behavior to suit the current user and context.

Although one can speculate about the design of a future system, unfortunately
the components needed to build such an infrastructure have yet to be invented.
Current processors and microcontrollers are slow and power-hungry compared
to their likely descendants 10 years from now. We reasoned that we could
bridge this technology gap by constructing an operational system that resembles
an optimal design. Despite the inevitable compromise of some engineering
characteristics, we could then use the system to assess the advantages and
disadvantages of Ubiquitous Computing as if we had glimpsed into the future.

It is impossible to predict the range of device forms and capabilities that will
be available a decade from now. We therefore based our device research on
size, a factor that is likely to continue to divide computers into functional
categories. A useful metaphor that highlights our approach is to consider the
traditional English units of length: the inch, foot and yard. These units evolved
because they represent three significantly different scales of use from a human
perspective.

m  Devices on the inch scale, in general, can be easily attached to clothing or
carried in a pocket or hand.

®  Foot-sized devices can also be carried, though probably not all the time.
We expect that office workers will use foot-sized computers similar to the
way that they use notebooks today. Some notebooks are personal and are
carried to a particular place for a particular purpose. Other notepads are



The ParcTab Ubiquitous Computing Experiment 49

scattered throughout the work environment and can be used by anyone for
any purpose.

= In the future office there will be computers with yard-sized screens. These
will probably be stationary devices analogous to whiteboards today.

2.3 Ubiquitous Computing Experiments at
PARC

Researchers at PARC have built computer systems at the three scales described
above [41]:

inch PARCTAB, a palm-sized computer;
foot PARCPAD, an electronic notepad;
yard Liveboard, an electronic whiteboard.

These experimental devices use different mechanisms for communication and
computation within the building’s distributed system. The Liveboard is not
mobile and connects directly to an Ethernet. Our mobile devices extend battery
life by using low-power communication technologies: infrared (IR) signalling
for the PARCTAB and near-field radio [6] for the PARCPAD. We have also
investigated how operating system design can reduce power consumption [43]
and this is well suited to mobile computers. The PARCPAD and Liveboard are
described elsewhere by Kantarjiev [16, 11] and Elrod [g].

Our goals for the PARCTAB project were:

m  To design a mobile hardware device, the PARCTAB, that enables personal
communication;

m  To design an architecture that supports mobile computing;
m  To construct context-sensitive applications that exploit this architecture;

m  To test the entire system in an office community of about 41 people acting
as both users and developers of mobile applications.
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3 PARCTAB SYSTEM DESIGN

We set several design goals for the PARCTAB hardware. It had to be physically
attractive to users, compatible with the network, and capable of modifying
its behavior in response to the current context. We believed that in order to
fulfill these goals the PARCTAB had to be small, light and aesthetically pleasing
enough that users would accept it as an everyday accessory. It needed reliable
wireless connectivity with our existing networks and a tracking mechanism
capable of detecting its location down to the resolution of a room. It had to
run on batteries for at least one day without recharging.

We also believed that the PARCTAB’s user interface had to let people make
casual use of the device, even if they had only one free hand. The screen had to
be able to display graphics as well as text. We wanted users to be able to make
marks and selections using electronic ink, so the screen needed touch sensitivity
with a resolution at least equal that of the display. Furthermore, the cost of
the hardware and the network infrastructure had to be within reasonable limits
so that we could deploy the system for lab-wide use.

Cost was not the only limitation on our design options. Some factors were also
limited by available technology, such as the device’s communication bandwidth,
display resolution, processor performance and battery capacity.

3.1 PARCTAB Mobile Hardware

We carefully weighed the limitations and requirements above when making the
engineering decisions that shaped the final appearance (Figure 1) and func-
tionality of the PARCTAB hardware. One primary trade-off balanced weight,
processor performance, and communications bandwidth against battery life.
We also had to strike a compromise between screen resolution and the device’s
size, cost and processor speed.

Packaging

We believed an ergonomic package would be essential if people were to carry and
use the tab regularly. We thus enclosed the PARCTAB in a production-quality
custom plastic case with a removable belt clip. The tab is about half the size
of current commercial personal digital assistants (PDAs), at 10.5cm x 7.8cm
x 2.4cm (4.1in x 3.0in x 0.95in). It weighs 215g (7.50z). We designed the tab
so that users could choose either one-handed use with buttons or two-handed
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use with a stylus. Because the package is symmetric, the tab can be used in
either hand—an important feature for left-handers who wish to use the stylus.
To convert from right- to left-handed use, the user executes a setup command
that rotates the display and touch-screen coordinates by 180 degrees.

Display and Control Characteristics

We found that commercially available touch-sensitive displays provided ade-
quate resolution for our needs. We chose a 6.2cm x 4.5¢m (2.4in x 1.8in) LCD
display with a resolution of 128 x 64 monochrome pixels.

The PARCTAB is most easily operated with two hands: one to hold the tab,
the other to use a passive stylus or a finger to touch the screen. But since
office workers often seem to have their hands full, we designed the tab so that
three mechanical buttons fall beneath the fingers of the same hand that holds
the tab (see Figure 1), allowing one-handed use. The device also includes a
piezo-electric speaker so that applications can generate audio feedback.

Power Management

Power is the overriding concern that drives most of the design decisions of most
small electronic devices, and the PARCTAB is no exception. With more power,
there could be faster communication over longer distances, higher-resolution
displays, and faster processors. But existing battery technology places stringent
limits on the power available for such small components.

We found the prismatic (rectangular) Nicad cell to be the most suitable bat-
tery technology given our size, weight and performance goals. Four cells were
sufficient to provide a rechargeable power source for the tab while meeting
all the packaging requirements. We designed the core of the device around a
12MHz, 8-bit microcontroller (87C524), an Intel 8051 derivative, for two rea-
sons. First, its on-board EPROM, RAM and I/O ports ensured a compact
design. But equally important, this processor can be programmed to enter a
low-power mode. The PARCTAB takes advantage of this mode when idle in or-
der to extend battery life. The display, touch screen, additional RAM and the
communication electronics can also be powered down by the microcontroller.

During normal operation a tab consumes 27mA at 5V. In low-power mode it
consumes less than 30pA. We considered nominal use to be 10 minutes per hour,
eight hours per working day. In operation, however, we found that the one-
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Figure 1 The PARCTAB mobile hardware

day use requirement was easily met. In fact, using a battery storage-capacity
of 360mAh, the typical tab need only be charged once per week. A smaller
battery may suffice, in which case we estimate that the PARCTAB could be
reduced to one-third of its current weight and volume if it were produced today
by a commercial electronics company instead of a research lab. We anticipate
that within a few years the functions of the PARCTAB probably could be put
into a watch.

3.2 PaArcTaB Communication

Limited space and power constrained our choice of a wireless communication
technology to just two options: radio and infrared (IR). We chose 880nm IR to
exploit the small, inexpensive IR components that were commercially available.
These offered low power consumption at the modest communication speeds of
9600 and 19200 baud. Because IR signals are contained by the walls of a room,
this technology also made it easier to design a cellular system. Moreover, IR
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communication is unregulated. A radio link would have required more space,
higher power equipment and potentially government operating licenses.

We decided that a cellular system [5] would best handle the competition for
bandwidth that inevitably would arise in a building-wide system supporting
many users. By creating small, room-sized communication cells (nanocells), we
could minimize the communication distance from the hub to the mobile user,
reducing power needs concomitantly. Since the radiated signal would be blocked
by walls, messages would be more secure than if they were broadcast widely.
Users are also less likely to interfere with one another’s signals in a cellular
system, although some situations—such as heavy tab use during a break in a
large meeting—can still place large loads on the IR transceivers. Finally, small
cells enable the system to pin down a user’s location to the resolution of a room.

The tab infrared network [1, 26] thus consists of nanocells defined by the walls
of a room surrounding an IR transceiver. Large open rooms and hallways may
also support nanocells if transceivers are carefully placed out of communication
range of each other. Transceivers connect to a LAN through the RS-232 ports
of nearby workstations.

Transceiver Design

A transceiver serves as a communication hub for any PARCTABs located in its
particular cell. Typically its communication radius is about 20 feet—Iless if
limited by the walls of an office. The transceiver hardware performs numerous
functions in addition to transmission and reception, including;:

m  Coding and decoding infrared packets;

m  Buffering data;

m  Executing link-level protocol checks (e.g., format or checksum);
s  Providing a serial interface to a workstation’s RS-232 port;

m  Indicating visually its communication status.

We designed the transceiver conservatively to ensure reliable communication.
For transmission, two dozen IR emitters are placed at 15 degree intervals on
a circular printed circuit board. For reception, two detectors provide a total
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viewing angle of 360 degrees (Figure 2). The transceiver is designed to be at-
tached to a ceiling, preferably in the middle of a room as this usually gives an
unobscured communication path over the required area. But since transceivers
and PARCTABSs can sense infrared light reflected from surfaces, it is not neces-
sary that there be a line of sight between the two for them to communicate.
Thus a single transceiver usually covers a room completely.
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Figure 2 The PARCTAB transceiver

Local Area Network Interface

We found the approach of extending an existing LAN to provide wireless
nanocellular communication very attractive for a number of reasons. The addi-
tional cost is small because the LAN wiring already exists. Most offices in our
building are equipped with at least one workstation that has a spare RS-232
port. We thus had to string only a small amount of additional phone cable to
connect ceiling-mounted transceivers to our UNIX workstations and, through
them, the ethernet. And since well established communication mechanisms
already exist between workstations in commercial distributed systems, we did
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not have to reinvent that infrastructure. Transceivers could be attached to
networks of other platforms, such as the PC or Macintosh, in much the same
way.

Transmaission Control

The decision to use infrared communication prompts a further design issue:
how to enable many PARCTABs to share the medium? Conventional IR detec-
tors have difficulty tuning narrow frequency ranges, ruling out the possibility
of using frequency-division multiplexing to divide the bandwidth into several
subchannels. We thus chose a simple digital packet-contention scheme that
shares the medium using time-division multiplexing.

In this scheme, all data is bundled into packets formed by the baseband mod-
ulation of an IR carrier into a sequence of pulses. The pulses are uniform—
all have a duration of 4us—but the gaps between them are not. The variable
duration of the silence between pulses encodes the data bits. The durations of
the gap encoding a logic 1, logic 0, packet-start synchronization, and data-byte
synchronization are all unique and may be decoded using a simple algorithm.
By defining data as the absence of a signal, this technique minimizes power
consumption, since the infrared carrier is switched off for most of a transmis-
sion.

The link-layer packets are divided into several fields, as shown in Figure 3 below.
The packet type field is always sent at 9600 baud, and a subfield of the packet
type defines the speed at which the rest of the packet will be transmitted. This
permits variable speed transmission and allows future high-speed systems to
remain backward-compatible. The present system transmits packets at 9600
and 19200 baud.

PKT {LENGTH
TYPE {(0-255) | DESTINATION SOURCE DATA PAYLOAD cs

1 1 4 4 3-247 2

Figure 3 Format of the data fields for a link-layer IR packet (lengths in
bytes).

The second field contains the length of the packet. Packets vary in length from
14 bytes for most uplink packets to a maximum of 256 bytes for a downlink
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packet. Next follow unique 4-byte addresses of the destination and source
devices, up to 247 bytes of payload data and finally a 2-byte checksum.

We assumed that communications traffic inside a cell would normally be low
since applications are driven by user-generated events, such as button clicks.
We thus expected a screen update to be followed by a relatively long si-
lence while the user made the next selection. Because we also assumed that
small packets generated under lightly loaded conditions would be delivered
promptly, we chose to use a symmetric non-persistent carrier-sense multiple-
access (CSMA) protocol to provide access to the IR channel. This protocol
simply uses carrier sense and a random-exponential backoff whenever the chan-
nel is busy. It does not wait for a packet currently occupying the channel to
complete before entering a new backoff period [33].

Reliability and Interference

The PARCTAB system cannot detect packet collisions because any IR transmis-
sion creates such a powerful signal that it saturates the local receiver, making
it impossible to detect a packet sent simultaneously by another device. Mobile
hardware can avoid losing link-layer packets by setting a bit in the packet type
field that requests an acknowledgment. When a transceiver sees the request bit
set, it immediately transmits a reply back to the sender. In a multiple-access
network this type of acknowledgment is quite reliable, since the fact that the
request was received implies that there was no contention and therefore the
acknowledgment should also not encounter contention [36]. A PARCTAB sets
the request bit for some types of tab packets—user events, for example—and
then, if no acknowledgment arrives, resends the packet a fixed number of times
until finally generating an audible alarm to the user. In principle, downlink
packets sent from a transceiver to a PARCTAB could also use this mechanism.
Instead, as described in Section 7, we ensure downlink reliability at a higher
level of protocol.

When a PARCTAB is in view of two rooms—when in a hallway, for instance, with
doors opening into two cells—both cell transceivers might acknowledge event
packets simultaneously, corrupting the acknowledgment signal at the PARcC-
TAB. To avoid this problem transceivers that are close enough to interfere with
each other are given different network addresses and only acknowledge packets
addressed to them, although they still transfer all the packets that they receive
to the LAN. Whenever a PARCTAB enters a new cell the system notices events
that it produces (e.g., beacons or button clicks) and instructs the tab to use a
new transceiver address.
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4 USER-INTERFACE DESIGN FOR
PALM-SIZED COMPUTERS

As we developed applications for the PARCTAB, it became clear that a tradi-
tional user interface designed for the 640 x 480-pixel color display of a typi-
cal PC or workstation would not work well on the PARCTAB’s 128 x 64-pixel
monochrome display [25, 42]. Indeed, the PARCTAB’s tiny screen, offering less
than half the area of most PDA displays, forced us to devise innovative ways
to select, display and enter information in a very limited space. As advancing
technology produces higher resolution displays that can pack more information
onto a small screen, some of the problems we faced will undoubtedly disappear.
But text and symbols can shrink only so much before they become too small
to read. Also. as displays increase in resolution, new devices will probably
get commensurately smaller. Many of the user-interface solutions we describe
below will thus remain relevant.

4.1 Buttons vs. Touch Screen

Since the PARCTAB is well suited for casual, spur-of-the-moment use, we did
not want to compel users to free both hands to operate the device. The user
interface thus had to allow users to control applications with the device’s three
buttons, its touch screen or a combination of both. This requirement compli-
cated the interface design because a user selecting an item on the screen with
the buttons alone must then be presented with an intermediate screen allowing
her to invoke an operation on that item. Consequently, application developers
must decide whether to require two-handed use (of both stylus and buttons)
or whether to increase the number of screens in their program so that all the
functions can be accessed via the buttons.

We found one convention that seems to solve this problem best, and developers
incorporated it into several tab applications. It works as follows: on clicking
the middle push-button, a menu of commands pops-up. The top and bottom
buttons then move the cursor up and down, while a second click of the middle
button selects the command on which the cursor currently rests. On screens
that display scrolls or lists of text, the top and bottom buttons scroll the list
up or down, respectively. If menus are designed intelligently, then users must
usually just click the middle button twice to execute the most common action.
Two-handed users can press an on-screen button to pop up the menu and can
then point with the stylus to select an item directly.
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We have also settled on a preferred interface style for using the push-buttons
and the stylus to navigate a tree data-structure. The operator uses the stylus
to navigate down through the hierarchy one screen at a time and clicks the
middle button to navigate upward. This method works efficiently because users
descending the hierarchy must at each level make a choice, a task performed
simplest with the stylus. Ascending the tree, on the other hand, requires a
user to repeat the same operation over and over, a task well suited to repeated
push-button action.

4.2 Spurious Event Prevention

Because the PARCTAB applications often run elsewhere on the network there
can be modest delays between a button click or screen touch and the update of
the screen 5. The delay between event and response can occasionally cause er-
rant behavior in the user interface. Consider the case in which a menu contains
a button icon that selects another screen with its own button icon in a similar
position. A user tapping the first button with the stylus might create multiple
pen-events, either by unintentionally bouncing the pen on the touch surface
or by impatiently tapping the button twice. The initial event will trigger a
transition to the next screen, but the latter events could then cause additional,
unwanted selections. We solved this problem by adding a field called an epoch
to the event packet structure. Every time an application transmits a screen
change, it also increments the epoch number in the PARCTAB. Any events that
were in the application input queue with a previous epoch number can now be
discarded, thus preventing any spurious transitions.

4.3 Text Display

We anticipated that it might be difficult to read text on the PARCTAB because
its small display can show only eight lines of 21 (6 x 8-pixel) characters. In
practice, this proved not to be a problem, as our popular e-mail application
exemplifies. Word-wrap and hyphenation algorithms can often fit three or four
words across the screen. The 8-line display is also small enough to update
quickly despite the limited communication bandwidth.

Users scroll through text either by clicking the top or bottom push-buttons or
by touching the upper or lower half of the display. The experience is similar
to reading a newspaper column through a small window that can be moved
up or down by the flick of a pen. Although this is relatively efficient, it is
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nevertheless often useful to filter text information before it is displayed. For
example, the PARCTAB e-mail application replaces lengthy message headers
with a compressed form that includes only the sender and an abbreviated form
of the subject field.

4.4 Text Entry

We experimented with two methods of text entry: graphic, onscreen keyboards
and Unistrokes, a novel approach to handwriting recognition. Unistrokes [13]
is similar to Graffiti, a system marketed subsequently by Palm Computing.

Keyboard Entry

An onscreen keyboard requires both an array of graphic keys arranged in type-
writer format and an area to display text as it is entered. We have experi-
mented with several layouts. The first presents key icons across lines 2 through
8 of the screen and displays the characters that have been “typed” on line 1,
which scrolls left and right as necessary to accommodate messages longer than
21 characters. A delete-last-character function bound to the PARCTAB’s top
push-button allows easy correction of mistakes. One of the other push-buttons
serves as a carriage return that terminates an entry. We found that users could
enter about two characters per second using this keyboard layout. Experiments
with smaller keyboards show that they lower typing accuracy.

bt = =< — (21 J7uah
a b ¢ d e f g h i j k 1 m

ME o xNS—V I WS /Z
n o p ¢q r s t u Vv WX y z

Figure 4 The Unistroke alphabet

Unzistrokes

Techniques for handwriting recognition have improved in recent years, and are
used on some PDAs for text entry. But they are still far from ideal since they
respond differently to the unique writing characteristics of each operator. We



60 CHAPTER 2

have experimented on the PARCTAB with Unistrokes, which depart from the
traditional approach in that they require the user to learn a new alphabet—one
designed specifically to make handwriting easier to recognize.

For each letter in the English alphabet there is a corresponding Unistroke char-
acter which can be drawn in a single pen stroke. The direction of the stroke
is significant (Figure 4). To minimize the effort required to learn to write in
Unistrokes, all Unistroke characters are either identical to English letters (e.g.,
L, S and Z) or are based on a characteristic feature of the corresponding English
letter (e.g., the cross of T). We found that most people can learn the Unistroke
alphabet in under an hour.

Because Unistroke characters are directional and better differentiated than En-
glish letters, they require less processing to recognize reliably. Because the
characters are single strokes, users can draw each Unistroke character right on
top of the previous one, using the entire screen. Thus the strokes themselves
need not appear on the writing surface, but instead the PARCTAB neatly dis-
plays the corresponding English characters. Practiced Unistrokers found the
simplicity and speed of text entry very attractive.

4.5 Option Selection

The PARCTAB'’s small screen makes it difficult to present users with a long list
of options. We tried a number of different methods.

Text and Icon menus

The PARCTAB screen size places rather severe limits on the number of text or
icon options in a menu. Vertically, eight lines of text fit onscreen. Spreading
three text buttons per line across the display increases the number of selections
to 24. Arranging 16 x 16-pixel icons in an uncluttered format yields about 15
options per screen (see Figure 1). Larger lists require alternative approaches.

Scrolling Lists

Some applications, including Tabmail and Arbitron (Figure 5), present choices
in a scrolling list with each option represented by a single line of text. The item
on which the cursor rests is highlighted; options that are unavailable because
they do not make sense in the current context are crossed out. As users press
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the top and bottom push-buttons to move the cursor up and down, the list
scrolls as necessary to expose more options.

Cancel ]
eturn]
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X1t

end]

Unselect cholce !_
l_l'm _

Figure 5 A screen from the PARCTAB Arbitron application

We considered using the “proportional” scroll bars common in PC user,inter-
faces to allow fast touch-screen navigation of large ordered lists on the PARC-
TaB. This scheme takes the horizontal or vertical position of a screen touch as
a percentage of the total screen dimension, then moves the cursor to a similar
position in the long list of options. Unfortunately, we found that the resolution
of the touch-screen restricts accurate selection to lists smaller than the maxi-
mum number of pen positions that can be resolved. The PARCTAB can resolve
128 horizontal positions per line.

We also chose not to use this type of interface element because it demands
continuous display feedback for each movement of the pen. Typically the feed-
back would be generated remotely, rather than by the tab itself, because the
application generating the feedback is running elsewhere on the network. The
contention that would result between pen events and continuous display up-
dates would make poor use of the communication bandwidth.

FElistion and Incremental Searches

We used the PARCTAB to evaluate the efficiency of two somewhat more so-
phisticated methods for selecting one item (such as a name or word) from a
large ordered list (such as a directory or dictionary): elision and incremental
searching. Elision is based on k-ary search techniques. The system divides the
list into 15 portions of roughly equal size and displays the first item in each
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section, followed by an ellipsis (Figure 6). The display ends with the last item
in the list.

atkinso...butcher. .,
davidso. .. dummyCs, . .
dummyJS. .. frederi, ..
hdavis....kerch.....
13WONg . o o o MUHYE. o4 4 s
HOFMEN, o 0 o PPEAS, 00w
skimbal...vest. auas
wellher  wirish

Figure 6 A screen from the PARCTAB locator application

The user selects the target item if it is displayed. Otherwise, selecting any
ellipsis redraws the screen to show an expansion of the selected region of the
list into 13 smaller portions as before. (The very first and last items in the
complete list are always displayed so that users can navigate back to other
regions.) The user continues “zooming in” on a particular region until the
target item appears.

Elision is reasonably efficient. Because the PARCTAB screen can display 16
abbreviated words with ellipses between them, users need make at most log,g
N selections to reach any item, where N is the size of the list. To select one
item among one million, for example, requires no more than six selections. The
mean word length in the American Heritage online dictionary, containing 84433
words, is 8.9 characters. A user typing a word from this dictionary on a graphic
keyboard must thus make 8.9 selections, on average. Elision, by comparison,
can bring up any word in this dictionary with just four selections.

Incremental search techniques, implemented in the PARCTAB dictionary ap-
plication, can do nearly as well. Here the user types the first few letters of
the item. With each letter entered, the application narrows the list of possible
matches and displays the closest eight. We found that this method identified
the desired word after 4.3 characters on average—thus 5.3 selections, since one
more tap is needed to choose the correct match from the eight choices.

PARCTAB applications have made successful use of both elision and incremental
searches. We observed advantages and disadvantages for each. Elision is the
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more general method, since it performs well even when the ordered list has no
special properties. It also usually requires fewer selections—especially if it is
refined so that the system adjusts the size of the subsections to fall between
guide words that have been frequently selected. Many PARCTAB users object
to elision, however, because it demands hard thinking to pick the appropriate
ellipsis.

5 PARCTAB SYSTEM ARCHITECTURE

A multilayer system architecture integrates the PARCTAB hardware into the
PARC office network so that network applications can easily control and re-
spond to mobile devices based on the devices’ current context. Although the
PARCTABs themselves behave more like terminals than independent computers,
they do execute local functions in response to remote procedure calls. PARC-
TABs also generate events that are then forwarded by transceivers and the
infrared gateways that manages them to processes called tab agents, which
run on network machines. The agents keep track of the mobile tabs and link
them to workstation-based applications. PARCTAB applications are generally
event-driven, much like X11 or Macintosh programs. Figure 7 illustrates re-
lationships among PARCTABs, transceivers, gateway and agent processes, and
applications.

Developers can link into their applications a code library that hides the details
of PARCTAB tracking, message routing, and error recovery. Of course, any
application can obtain a tab’s current location as needed so that the program
can modify its behavior appropriately. We developed the PARCTAB system in
the Unix programming environment (SunOS 4.3.1) running on SparcStation 2
connected by an ethernet. Communication between Unix processes is achieved
using Sun RPC.

5.1 PARCTAB Processing Capabilities

One perennial issue in distributed systems design is the question of partitioning:
how much computation should be performed by the mobile devices, and how
much by larger computers fixed to the network. One alternative is to execute
much of an application’s interface locally in the mobile client, similar to the
way America Online, Compuserve and Prodigy put most of their user interface
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Figure 7 The PARCTAB system architecture

onto users’ PCs. At the extreme defined by PDAs, a tab might even run whole
applications and communicate only occasionally with the network.

Although this approach might reduce the load on the IR channel, it requires
a fast processor and much memory. But using today’s technology, the power
requirements of state-of-the-art CPUs cannot be satisfied by conventional bat-
teries of reasonable size and weight. With a 12MHz processor and 128Kb of
memory, the PARCTAB is roughly equivalent in computational power to a PC
from the early 1980s. To date, we have thus used tabs primarily as input/output
devices that rely on workstation-based applications for most computation. In
this model the mobile computer becomes a display device similar to a more
conventional graphics terminal. Recently, however, we have experimented with
a few applications that execute solely in the tab: taking notes using Unistrokes,
for example, and browsing files downloaded from the network.
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Tab Remote Procedure Call Mechanism

A simple communication mechanism called a tab remote procedure call (T-
RPC) allows applications to control various PARCTAB resources, such as the
display, touch screen, local memory and tone generator, while remaining obliv-
ious to a tab’s location and any underlying communication errors. This mecha-
nism has been incorporated into a library of procedures available to application
designers. When an application makes a call into the library, the library as-
sembles a request packet in a format defined by a request/reply protocol.

FUNCTION
PAYLOAD | SEQUENCE
TYPE NUMBER | CODE | LENGTH| PARAMETERS MORE FUNCTIONS END
1 1 1 1 0-242 1

Figure 8 Format of IR packet data payload as used by the request/reply
protocol (lengths in bytes)

The request/reply protocol is contained in the data payload of the link-layer
packet (Figure 8). The tab supports a set of about 30 function codes, several
of which can be combined into a single packet. For efficiency multiple function-
requests can be batched into a single packet under program control. A few
examples of PARCTAB functions are: display_text, display.bits, generate_tones,
set_epoch and wake_up.

An application delivers the request packet to a tab’s agent process, which for-
wards iet in turn to the tab. The application then waits for a reply. When
the PARCTAB finishes executing the request, it returns a reply packet to the
application containing an indication of its success and any appropriate results.

Sometimes a request or reply packet will be lost, or the system will be tem-
porarily unable to determine the location of a tab. In that case, the agent will
automatically time-out the reply and will retry the request at intervals defined
by an exponential back-off algorithm. The back-off algorithm takes into ac-
count whether the tab is detected by the network or not, and whether the tab
is free or busy executing another T-RPC request.

Only when a request is matched up with a corresponding reply will the the
application continue. The agent increments the sequence number for each new
request to ensure that retried packets do not inadvertently execute a request
twice. The agent likewise discards duplicate replies that result from retries or
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detection by multiple transceivers. Figure 9 shows the complete path taken by
a T-RPC call made from an application to a tab and back again.

2
4
1 { } SUNRPC! = }bem~----
‘S;J N RPC REQUEST’
APPLICATION| _SUN RPC AGENT | 6 | IRGATEWAY TAB
T8 “SUNRPC__ - REFLY_
7 5

T-RPC (Application to Tab Communication)
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Event Notification (Tab to Application Communication)

Figure 9 The path taken by a T-RPC call made from an application to a
tab.

PARCTAB FEwvents

When a PARCTAB user presses a button or touches the screen, the device
transmits an event signal. The PARCTAB may also generate certain events
autonomously, such as a low-battery alert and a beacon. The beacon is a signal
transmitted every 30 seconds, even when the device is idling in low-power mode,
that allows the system to continue to monitor a PARCTAB’s location when it
is not active. A similar system has been used to locate people using Active
Badges [38, 10, 14]. The power cost of waking up a tab every 30 seconds to
emit one packet is not high and, in fact, we also designed the tab to listen for a
moment after sending a beacon. If a wake-up request is received in this period
the PARCTAB will power-up completely. The system can thus deliver priority
messages to the device even when it is not in use.

The packet format used to signal PARCTAB events is similar to that used in the
request/reply mechanism. The payload type field distinguishes events, requests
and replies. In event packets, the function code is replaced by the appropriate
event code.
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5.2 Infrared Gateway

The IR-gateway process controls one or more infrared transceivers connected
to the serial ports of a workstation. The gateway receives IR packets forwarded
by transceivers and delivers them to tab agents. In the reverse direction, the
IR-gateway receives packets from an agent over a local-area network, encodes
them for IR transmission and delivers them to the appropriate serial port.
The transceiver then broadcasts the packets over the IR medium to any tabs
within its cell. These packets are coded according to the request/reply protocol
described in Section 5.1.

The IR-gateway uses a name service to determine which agent should receive
each packet. The gateway looks up the packet’s source addresses (i.e., the tab’s
unique address) in the name-service directory to obtain the network address of
the corresponding agent. Each gateway process maintains a long-lived cache of
agent network address so that it rarely needs to use the name service.

The gateway also appends a return address and a location identifier to every
packet it sends to an agent. The location identifier is a short textual descrip-
tion (e.g.. “35-2232”) of the location of the transceiver that received the packet.
Context-sensitive applications can use the identifier in combination with cen-
tralized location databases and services to customize their behavior.

In addition to its main functions, the IR-gateway performs configuration, error-
reporting, and error-recovery functions. Gateway processes also handle the flow
control that matches low-speed infrared communications with the high-speed
local area network.

5.3 Tab Agent

For each PARCTAB there is exactly one agent process, which acts like a switch-
board to connect applications with tabs via IR-gateways. An agent performs
four functions:

m It receives requests from applications to deliver packets to the mobile
PARCTAB that it serves;

®  In the reverse direction, it forwards messages (along with location identi-
fiers) from its tab to the current application;
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m It provides an authoritative source of tab location information for context-
savvy applications;

s Finally, it manages application communication channels.

Since the agent is an intermediary on all messages, it has the most complete
information on the location of its tab. Even if the PARCTAB moves to a new
cell, its agent will soon receive a beacon signal and update the tab’s location
accordingly. Whenever the tab’s location or status changes, the agent notifies a
centralized location service [28] of the tab’s last known location and its status:
“interactive” if it is being used, “idle” if it is transmitting beacons but no other
events, and “missing” if the tab is out of sight.

An agent also manages which application is allowed access to its tab at a partic-
ular moment. Because the PARCTAB screen is so small, each application takes
over the entire display. Although the tab may run many network applications
over time, only one “current application” can receive events from the tab and
send it messages at a given moment. In our system, a tab’s agent interacts
with a special application called the “shell” (see Section 5.4) to decide which
application is current.

PARCTAB users can currently choose between two shells: the standard shell
described in the next section and an alternative described in Section 6.3.

5.4 Shell and Application Control

The shell is a distinguished application that provides a user interface for launch-
ing or resuming other tab applications.

A tab agent launches a shell when the agent is initialized, and if the shell exits,
the agent automatically restarts it. When it is current, the shell displays an
application menu like that shown in Figure 10 and waits for the user to select
an application. If the user chooses to launch a program, then the shell creates
a new Unix process, registers it with the tab’s agent, and finally instructs the
agent to switch to the new application. Whenever a user suspends or exits a
PARCTAB application, the agent makes the shell the current application.

The shell and other applications communicate with an agent through the Ap-
pControl interface. This interface offers four procedures: register, suspend,
resume, and quit. When an application invokes the ‘suspend’ or ‘quit’ com-
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Figure 10 The top-level screen presented by the default Shell

mand, the agent switches control back to the shell. When a user chooses to
resume a suspended application or to switch to a newly registered process, the
shell calls the ‘resume’ procedure. If an application locks up in some way,
a PARCTAB user can transmit a special “agent escape” event that forces the
agent to suspend the current application and switch back to the shell.

The shell interface is based on user-customized screens. A screen contains active
regions (called buttons) and graphic labels, both of which may be represented
by text and bitmaps. Buttons invoke built-in actions: jumping to another
screen, starting or resuming an application, playing a tune over the PARCTAB
speaker, etc.

When the shell is started it loads a user’s tabrc initialization file, or a standard
configuration file if that is not present. The contents of the tabrc file define the
buttons, bitmaps, text and active areas that the shell draws on the PARCTAB’s
top-level screen. The shell also looks for a user’s tabrc-personal file and uses
that to extend the menus described by the tabrc file.

The grammar for the files consists of two parts, as shown below. The first
section defines the screen structure displayed on the tab. The second section
contains a list of actions, such as running a certain program, that the shell
performs when it starts up. In this format, the star (“*”) indicates items that
can occur zero or more times; unstarred items occur exactly once.
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Tabrc —  Part*

Part —  (Initialize Action*)
—  (Screens Screen*®)

Screen —  (label: Widget*)

Widget —  (Text tezt = y invert)

(TextButton text r y Action)

(Bitmap bitmap-file z y)

(BitmapButton bitmap-file z y Action)
Action —  (Screen label)

(Beep duration octave note ...)

(Program program-args)

(Load tabre-file)

5.5 Example of System Operation

To explain how the PARCTAB system operates in practice, consider the follow-
ing example. A user holding a PARCTAB in Roy’s office presses a button. The
tab transmits a button event packet and requests an acknowledgment.

A transceiver nearby picks up the signal, transmits an acknowledgment back
to the tab, and then forwards the event packet over the serial connection.
The IR-gateway process listening to the serial line receives the packet, extracts
its source address and looks up the network address for the agent associated
with the tab that sent the packet. The gateway stamps the packet with the
transceiver’s location identifier and its own network address, then sends it off
to the agent.

When the agent receives the message, it first verifies that this is not a duplicate
of a previous packet. It then forwards the data to whichever application is
current. The application decodes the event and triggers a procedure call defined
by the application developer.

If, for example, the application wants to update the PARCTAB display, then it
calls a tab library function and the transmission process reverses. First, the
library procedure packs the application’s display data into a T-RPC request
packet and sends the request to the appropriate agent. The procedure also
blocks the application until the call is completed. Next the agent forwards the
packet to whichever IR-gateway sent it a message last.

The IR-gateway encodes the request packet for transmission and sends it over
the serial link to a transceiver, which broadcasts the data over the IR medium.
When the PARCTAB to which the request is addressed receives the packet, it
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decodes and executes the functions and then transmits a reply back to the
IR-gateway indicating its success. The gateway duly forwards the reply to the
correct agent as described above.

6 DEVELOPING SYSTEM AND
APPLICATION COMPONENTS

Members of the experimental community have built PARCTAB applications us-
ing three different approaches: Modula-3 libraries, Tcl/Tk and the MacTabbit
system. Each offered different levels of access to the PARCTAB and its capabil-
ities.

6.1 Modula-3

Modula-3 was a natural choice to build the first PARCTAB applications be-
cause it is also the language for the PARCTAB’s system software [21]. It had
many characteristics that recommend it for both tasks, along with a number
of shortcomings.

Modula-3 and System Development

Modula-3 is a relatively new language; it has a number of features that we
believe are valuable in building large systems. These include garbage collection,
light-weight threads, type safety, and support for modules and object-oriented
programming. PARC'’s earlier successes using Cedar (an ancestor of Modula-
3) for systems work influenced our decision. In addition, we hoped that the
combination of type safety and object-orientation would result in higher quality,
more reusable code.

Modula-3’s threads were important for our design because they simplified the
architecture of the IR-gateway and agent. Both are long running servers that
interact with many clients at the same time. Each client has its own dedi-
cated thread: if one client doesn’t return promptly from a remote procedure
call, others are not adversely affected. Building a non-blocking server without
threads would require either changing the remote procedure call (RPC) mecha-
nism to make it asynchronous or abandoning RPC in favor of some lower-level
communication mechanism.
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Modula-3 and Application Writers

Modula-3 also facilitated the development of reusable libraries for tab appli-
cation writers. For example, we developed an object-based widget library to
handle the user interface. The object-oriented approach meant that each addi-
tion could build on previous work.

To simplify development work, we also built a PARCTAB simulator in Modula-
3. This program uses an X-window to mirror the PARCTAB display and mouse
events to simulate the PARCTAB pen and buttons. In many cases developers
prefer the simulator to the mobile hardware for program testing.

Although Modula-3 as a language met our needs well, the implementation we
used had a number of deficiencies. Modula-3 is still a young language, and so
the programming environment lacked certain tools, especially for debugging. In
particular, there was no support for debugging multiple threads: tracking down
the deadlocks and race conditions that come with multi-threaded programs was
particularly challenging. Modula-3 also produced very large runtime images
which occasionally taxed even our 64MB workstations.

To compensate for this shortcoming we built support mechanisms into the tab
system software. Each process can write selected information to a log file, and
system components have network-accessible interfaces for debugging and con-
trol. Programmers can use these interfaces to examine and set parameters, and
to restart components. The IR-gateway, for example, has extensive commands
for checking the status of the transceiver hardware.

6.2 Code Libraries

We implemented a class-based hierarchy of composable widgets, loosely mod-
eled on the Trestle window toolkit [21], to provide routine components such as
iconic and text buttons, scrollbars, bitmaps, text labels, scrollable text areas,
and dialog boxes. The PARCTAB’s very small screen generally precludes over-
lapping of widgets, so our widgets do not need to do the clipping required by
a conventional window system. This greatly simplified the implementation.

We also built the TabGroup programming interface to support concurrent use
of multiple tabs by a single application. A group of tabs could act as a shared
whiteboard or notepad, for example, displaying what was drawn on one tab to
all the others in the group. With TabGroup, a program can wait for all pending
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output to be delivered to all its tabs, synchronize on input or other events, and
detect tabs that have stopped responding. Using a single process to control
a group of tabs with standard interfaces provided by the tab programming
library is often easier than running a separate process for each tab and having
the processes communicate by application-specific RPC.

6.3 The Tshell and Tcl

Originally the only software available to support developers was the widget
library. Developers used it much as they might use a language specific win-
dowing toolkit like Xt[15] to write X-windows applications. As a result, they
had to focus on low-level properties of the window system rather than on what
they wanted to accomplish. Furthermore, for designers implementing simple
user interfaces the turn around time of writing an application in a language
like Modula-3 or C was too long. It became apparent that we had to provide
fast prototyping capabilities and support the implementation of simple user
interfaces at a higher level.

We created the Tshell [24], a PARCTAB-shell extended with a Tcl interpreter
and a subset of Tk [23], thus providing both a scripting language that supports
remote communication and a windowing toolkit. The choice of Tcl/Tk over
other extension languages was based mostly on three reasons:

1. Tcl/Tk is widely used.

2. Tk provides a complete set of building blocks for creating graphical user
interfaces. We could quickly select and implement a subset of widgets
useful for the PARCTARB’s small display size.

3. Tcl/Tk can be embedded into applications so that Tcl interpreters in dif-
ferent applications can exchange commands.

The design of Tab-Tk, the port of Tk to the Tab, focused on maintaining
the natural look and feel of the Tk widgets while exploiting the small area of
the Tab display as much as possible. We made several key observations and
decisions during the port:

m  The PARCTAB screen is too small to display multiple windows at the same
time. Screen management therefore employs the same “one window at a
time” philosophy as other tab applications.
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m  Because the Tab’s screen area is limited, it makes extensive use of menus.
They must be intuitive to use and have good response times.

®  PARCTAB size and limited processing capabilities call for simplicity. The
current implementation of the Tk toolkit for the Tab therefore provides a
core widget set of buttons, labels, menus, text, entries, frames and toplevel-
windows. We left out such features as the packer and canvas, a full-fledged
drawing widget.

Tecl/Tk provides a high level language to rapidly prototype the graphical user
interfaces for PARCTAB applications and a communication platform that allows
programs to exchange commands with Tcl interpreters in other applications.
In a matter of three months, members of our community created a wide range
of new applications, including a context-based reminder system, a remote con-
troller for a presentation manager, a pan/tilt camera controller, a remote editor
for leaving notes on a workstation.

6.4 The MacTabbit system

Our colleagues at the Rank Xerox Research Centre (RXRC - formally called
“BuroPARC”) used a different approach to develop applications for the PARC-
TaB. The Apple Macintosh is the computer of choice at RXRC, and tab users
there wanted to access Macintosh applications. MacTabbit does this by arrang-
ing for the PARCTAB to control a small portion of the Mac screen. It echoes
updates in this region to the tab and sends pen and button events on the tab
to the Macintosh.

Using graphical application builders on the Mac such a Hypercard, users can
quickly prototype specialized Tab interfaces on the Mac Screen. When the
interface works correctly, it takes but a few seconds to move it on to a tab.
Furthermore, once the connection has been made to Hypercard, a user may
select from a variety of Hypercard-based applications.

MacTabbit has provided an excellent prototyping environment for people unfa-
miliar with the conventional tab programming environment, and it has drawn
in developers who would not normally have become involved. System perfor-
mance was also good given the small tab screen. An extension of the MacTabbit
mechanism caches commonly used image fragments in the tab, thus reduc-
ing bandwidth requirements and further improving performance. RXRC has
used the MacTabbit mechanism to prototype many tab applications such as
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Forget-me-not (see Section 7.1), an automatic diary and reminder system, and
a media-space controller (see Section 7.2).

7 A CLASSIFICATION OF PARCTAB
APPLICATIONS

{ Mobile Application Categories |

Information Access
Communication

Computer Supported Collaboration
Remote Control

Local data/applications

Table 1 Mobile Application Categories

Three characteristics differentiate a tab and the kinds of applications that it
supports from traditional personal computers:

1. Portability: very small form factor, low-weight
2. Communication: low-latency interaction between users and system

3. Context-sensitive operation

Our system represents context by a combination of factors: location, the pres-
ence of other mobile devices, and the presence of people. Context also includes
time, nearby non-mobile machines and the state of the network file system.
Traditional computer systems have had access to much of this information, but
they have typically not made much use of it. Context can be used to adapt the
user interface, criteria for extracting and presenting data, system configuration,
and even the effects of commands. Although context may be used to present
the options most likely to be chosen, a well-designed system would also allow
a user access to the full range of choices on request.

Some of the applications we describe are available on small commercial PDAs
whose size is comparable to that of a tab, but no PDA has the network infras-
tructure to support the full range of applications supported by the PARCTAB.
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The combination of a wireless network and the use of context make this system
unique. A summary of the application categories we have experimented with
is given in Table 1 and described in some detail in the following sections.

7.1 Information Access

Access to information stored in our computer networks has become central
to the way we conduct our work. The PARCTAB IR network has provided a
mechanism to make information access independent of location. (Note that
although all stored information is accessible from any networked workstation,
people tend not to use someone else’s machine.)

Each PARCTAB is linked to our local area network and so can retrieve any
information available through it or through remote networks connected to it.
For example, the commonly used weather program displays the current weather
forecast (obtained from the Internet) and the local temperature and wind-speed
(obtained from a weather station on the local network). PARCTAB users also
have at their fingertips a dictionary, a thesaurus, a Unix file browser and a
connection to the World Wide Web. The WWW protocol is a popular way
to access information stored all over the Internet. Some care must be taken,
however, to adapt the information retrieved to the small PARCTAB screen.

PARCTAB applications have also been integrated with existing desk-top ap-
plications. The PARCTAB calendar manager, for example, works with Sun’s
calendar manager (“cm”), already in use. An update to a user’s calendar ei-
ther on a workstation or on a PARCTAB will enable the data to be viewed on
both systems.

The tab location-based file browser shows how context can be used to filter
information. Instead of presenting the complete file system hierarchy, it shows
only files whose information is relevant to the particular room it is in. Such a
mechanism can be used to provide a guided tour for a visitor or to provide infor-
mation that is relevant to a location, such as the booking procedure associated
with a conference room.

More complex uses of context can be seen in tools built at RXRC such as
Forget-me-not [19, 22, 20, 18, 17]. This application provides a tab user with an
automatic biography of their life by remembering for each day details such as:
where the person went in the office, whom they met, the documents they edited
or printed, and any phone calls that were made or received. The motivation
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behind this work is to provide an aid to our fallible human memories, a so called
memory-prosthesis. The application operates by providing an iconic interface
that allows a user to search and filter the biography for a particular event. For
example, suppose a forgetful user were trying to find the name of a document
that she was editing when Mike came into the room a short while after the
seminar last week. The filter would be set up to show documents in use when
Mike was around, on the day of the seminar. As we seem to waste a great deal
of our lives searching for things we have either misplaced or information we have
forgotten, Forget-me-not has the potential to help us work more effectively.

7.2 Communication

Electronic mail has long been a popular communication tool for computer users.
Mobile access further enhances e-mail by increasing its availability.

Group meetings often account for a large amount of our work time, and so
electronic mail has been an important application for the PARCTAB. Access to
e-mail during meetings seems to have satisfied a genuine need.

The PARCTAB e-mail application could be extended to use context to generate
filters for displaying messages or notifying users of incoming mail. For example,
all messages might be delivered while a user is alone, but only urgent ones would
be delivered during a conference. In related work [12] a query language has been
used to filter incoming mail.

Locator and Pager Operation

The PARCTAB system inherently provides a locator system, assuming that the
person who needs to be found is carrying a PARCTAB. In an office, people
can use context to decide whether to disturb a colleague, once they have been
located [37]. For example, a person is more likely to welcome interruptions
alone in their office than while in a meeting. With the PARCTAB system, a
person may be paged unconditionally, or the importance of the page can be
assessed in association with the recipient’s context, so that the message will be
either delivered or delayed until the context is more favorable.
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Media Applications

Another RXRC application is the “Communicator”, a context-sensitive media-
space controller. A description of the original media-space concept is given
by Buxton [4] — a video-conferencing mechanism based on an analog-switch
controlled by workstations, allowing users to establish video connections to
various places in an appropriately wired building. The tab has been used to
enhance this facility through an application that will suggest the easiest way
to communicate with the person you wish to contact, and then help establish
the connection. Knowledge of where the recipient is situated is known to the
system because they are carrying a tab, the calling party only needs to know
their name. If a media-space terminal is not available, the application might
suggest the best alternative: a phone number, let you know they are actually
next door, or offer to send an e-mail note from the tab screen. More recent
work at the University of Toronto has taken this work further and combined
Ubiquitous Computing with video in a reactive environment [3].

An application that pushes the PARCTAB’s communication abilities to their
limits is media windowing. An otherwise unused IR channel can transmit one
low-resolution frame of slow-scan video in about 1.5 seconds. These images
are very grainy because of the coarse resolution of the PARCTAB screen and
the limited bandwidth of the link. Nevertheless people are remarkably good at
recognizing faces and scenes, and the images are still useful. Future systems
with improved screens and higher bandwidth links could provide applications
for remote monitoring and mobile communication using sound and video.

7.3 Computer Supported Collaboration

People often gather with a common goal or interest, perhaps at a lecture, or
else to arrive at a common decision. Because the PARCTAB is small, it can
easily be used in these collaborative situations.

Group Pointing and Annotation

A PARCTAB used as a pointing device operates much like a mouse. However,
a PARCTAB can connect to different computers depending on its location.

Many PARCTABs can also connect to the same computer. Consider, for ex-
ample, the case in which a lecture is presented using a large electronic display
such as a Liveboard (see 2.3). Each tab in the audience can control a different
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pointer on the display. We have built a remote display pointer using the PARC-
TAB screen as both a relative and absolute positioning tool: the user controls
the location and motion of the pointer by moving a finger over the PARCTAB’s
touch surfacel.

Voting

The PARCTAB can also be used when members of a group wish to arrive at a
consensus, perhaps anonymously. Even if anonymity is not important, simulta-
neous voting can collect data that is unbiased by the voting process. If people
vote in sequence, earlier viewpoints inevitably bias later ones.

We have built a voting application called Arbitron for the PARCTAB system.
It has proved particularly interesting in the context of presentations. Audience
members with PARCTABs vote on the quality and pace of the material being
covered by a presenter. The votes are collected anonymously and displayed on
the Liveboard. The board is visible to both the audience and the presenter;
thus everyone knows whether their colleagues are as bored or entranced as they
are. Without the PARCTAB listeners would have to interrupt the presentation
to ask the speaker to speed up, slow down, or move to another point.

Multi-tab Virtual Paper

Tabdraw is a multi-tab application that allows the tab screen to be used as if
it were a piece of scrap paper. Each PARCTAB participating in the application
owns a piece of virtual paper and can draw on it. The participants also have
the option of seeing the drawings of their colleagues by superimposing them on
their own work. This scheme ensures that users “own” the line segments they
draw; no one else can erase them. As a result, many users can work together
in a coordinated fashion without impairing fair participation.

The shared drawing is generally defined by the room that people are in. A
group in one room will automatically obtain a separate drawing surface from
that in another room. Alternatively, a group might arrange to share a drawing
regardless of location.

1A tab-based remote pointing and annotation tool was demonstrated as part of the Xerox
exhibit at Expo '92 in Seville
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7.4 Remote Control

Television and stereo system remote-controls have popularized the notion of
control at a distance. In fact so many pieces of consumer electronics have such
controllers that one can now buy universal remote controls that control many
devices at the same time. A PARCTAB can also act as a universal controller.
Furthermore, it can command applications that traditionally take their input
from a keyboard or a mouse.

Since a tab can display arbitrary data, the controls available to a user can be
changed depending on context. (Commercial universal remote controllers, in
contrast, tend to need a large array of buttons.) Enabling the remote control
application in an office may trigger a tab to provide a control panel that adjusts
lighting and temperature, whereas in a conference room the interface might be
biased toward presentation tools.

Program Controllers

During our experiments with group drawing and pointing tools it became clear
that a PARCTAB has some interesting control possibilities as a drawing interface
for a drawing program. It can make additional commands available without
cluttering the main screen, and it can also provide a more powerful set of
commands than was available in the original program by providing a single
button that controls a sequence of low-level drawing primitives. If a program
is already intended for remote use and has a network interface, controlling it
with a PARCTAB is very easy.

X10 Remote Control

Another Ubiquitous Computing project at Xerox PARC, the Responsive En-
vironment Project [9], has been exploring how environmental control can save
energy during the day-to-day operation of a building. The project had created
servers that control power outlets through a commercial system called X10 [2].

Because the servers controlling appliances in part of the building being studied
by the Responsive Environment project were already connected to the local
area network, it was a simple matter to build PARCTAB applications to control
them.
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7.5 Local Operation

The PARCTAB is near one extreme of a spectrum of possible devices ranging
from the remote terminal {devoid of function without its connection to the
network) to the standalone computer (capable of many operations without any
communication links). The latest revision of the tab hardware has 128K of on-
board memory, so that data and programs can be downloaded through the IR
link and executed in a stand-alone mode. Operating the tab in this way frees a
user from the IR network, but of course severely limits the tab’s functionality.

The storage capacity of a mobile device will probably always be small compared
to the expectations of its user. Consequently applications must take care to
download only the most relevant information. For example, if a user has unread
electronic mail at the end of a work day, the system might transfer the messages
to the PARCTAB so that they could be read in transit or at home. (Currently,
all downloading of information and programs occurs under the user’s control.)

8 EXPERIENCES WITH THE PARCTAB
SYSTEM

The PARCTAB system has been in use since March 1993 and now serves a small
community of users. We have made a number of useful observations during this
period and have begun to understand its successes and failures.

8.1 The Experimental Network at PARC

PARC was a convenient test site for the PARCTAB system because installation
was very easy. Before the project began every office already contained a work-
station connected by an ethernet. The hallways and common areas also had
access to nearby workstations. It was easy to install a communication cell in
an office by using velcro to attach a transceiver to the ceiling and then to run
phone cable down a wall into a junction box. The junction box usually rests
on the floor under a desk and has a power cable, and connects to the RS232
port of the workstation. Typically, the installation takes about 15 minutes.

Some users also installed cells in their homes. They already had ISDN lines,
which connect a home ethernet to the office network, and so a transceiver
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connected to a workstation at home was effectively tied to the PARCTAB in-
frastructure.

The first PARCTAB system released in March "93 consisted of 20 users and 25
cells. The experience gained in this time enabled a second release in April '94.
The latter system was somewhat larger with a community of about 41 users
and 50 cells. It included many improvements that enhanced the performance
of the communication channel and the tabs’ perceived reliability.

For example, the original system relied on a central name-and-maintain service
(see Section 5.2) to route packets to tabs; when the service was unavailable the
PARCTAB system could not function. The new release has a distributed name
service that uses a network multicast mechanism to determine the address of
system components.

We discovered in the first release there were problems caused by high utilization
of the infrared network. High loads cause three problems: infrared packets
are more likely to be corrupted; transmit buffers in the transceiver overflow,
causing packets to be dropped; and the corrupted and dropped packets caused
more retransmissions, increasing the load. The high load exposed bugs in the
system design and implementation such as race conditions and badly-tuned
retransmission policies.

To improve user’s confidence in the system, we had to increase its reliability
and availability. This involved not only fixing bugs but also mundane improve-
ments such as a low-battery indicator for tabs. System components also needed
mechanisms for self monitoring. All the PARCTAB system processes now have
control panels designed to provide information in the event of a failure. We
have also put new mechanisms in place to monitor and maintain the IR-gateway
and the agent processes.

8.2 Infrared Interference

The PARCTAB could not be used effectively in several rooms in our building
because of IR noise due to fluorescent lamps controlled by electronic ballasts.
This is a waste of a unique form of communication bandwidth. Unfortunately,
electronic ballasts are slowly replacing the older magnetic ballasts because they
are more energy efficient. We found a considerable variation in interference
levels from lamps made by different manufacturers. Some produce acceptable
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levels of IR, and it would be useful if lamp manufacturers were required to
adhere to a maximum limit for IR emissions.

Positioning of a room transceiver is also important. Installers should avoid
direct sunlight, that can change position throughout a day (and during the
year), and proximity to fluorescent lamps and to obstructions on the ceiling.
Transceivers in adjacent cells should be positioned carefully so that their signals
do not pass through doorway or interior windows and cause interference.

8.3 Usage Data Measured from the PARCTAB
System

Part of the benefit of building a real system has been the opportunity to study
how a versatile personal information-terminal might be used in advance of a
commercial system. We studied the 1994 release of the tab system for three
months to determine its use characteristics. The participants all consented to
automatic logging of system events.

We began recording two weeks after system deployment so that users could
familiarize themselves with the PARCTAB. To limit the data to a manageable
quantity, we logged only the following events: Interactive, Switch, Idle, and
Missing?. Interactive occurs when a user powers up a tab, Switch occurs when
a user switches to a new application, Idle is generated when a tab has not been
used for 4 minutes, and Missing is a timeout event generated by the system
when the infrared network cannot detect a particular tab. Each event was
recorded along with a timestamp and cell location. In addition, there were two
questionnaires given out to our users, one at the outset of the tab use study
and one at the close. This provided contextual information, and information
to interpret the logging data.

Which Applications were Popular?

The switch events can be used to determine the relative popularity of the
various PARCTAB applications. Figure 11 shows the percentage of invocations
accounted for by each application. Four were distinctly more popular than the

?During the 3 month study some system processes died and were restarted causing some
events not to be logged. This results in minor, but conservative, inaccuracies in the reported
statistics.
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rest: e-mail, weather, file browser, and the loader. Possible implications of
these results are discussed in Section 9.

&2 Normalized Invocations (%)
W [nvocations (%)

Percent of Invocations
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Figure 11 Histogram showing the number of invocations for each application
(not including the shell or tshell) expressed as a percentage of the total invo-
cations of these applications during the test period. Normalized results only
count one invocation per day per user to remove distortions that might arise
when users experiment with an application several times during a brief period.
Applications that might normally be invoked several times a day suffer under
this measure.

How Long were Applications in Use?

Another way of looking at application popularity is to consider how long each
application was in use (see Figure 12). It should be noted that the total ap-
plication interaction time is 4871 minutes over 3 months (13 weeks) for 41
users. This amounts to only 119 minutes/user or about 1.8 minutes/user/day
(65 days, excluding weekends). From our logs the total number of application
switches for all tabs throughout the study was 2996 and therefore the average
interaction time was about 97 seconds.
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The application popularity ranking is somewhat different from Figure 11. The
e-mailer, unistroke test and learn program, unistroke notetaker, file browser,
and the loader are the most long-lived applications. The weather program falls
to 8th place (perhaps because it only imparts a small amount of information at
any one time). Meanwhile the note-taker moves up to 3rd place — not surprising,
as taking notes is by its nature a time-consuming activity. It is interesting to
observe that reading e-mail, browsing system files, and loading data turn out
to be the most used in both measurements.

This use pattern differed from the participants own expectations of use. Al-
though they expected to read e-mail, (four of the participants did not use e-mail
on the tab at all, due to incompatible mail systems), over half commented that
they expected to use the tab primarily as a calendar. It is also worth noting
that according to user reports the e-mail program was used to read e-mail much
more than to send e-mail using Unistrokes. The Unistroke test and learn pro-
grams appear in the ranking even though they are typically not activated very
often; users may spend a block of time running them when first acquiring the
skill.

Graph 13 shows the percentage of application interactions that last less than
a given time. We have removed interactions of less than 10 seconds because
users often turn a tab on and then off immediately to confirm that it is working
normally. From this graph we can see that 50% of interactions last less than
100 seconds (1.7 mins), 75% less than 230 seconds (3.8 mins) and 90% less
than 500 seconds (8.3 mins). This supports our notion of the tab as a device
for “casual” interactions.

Figure 14 shows what fraction of users had their tabs turned on for various
total periods of time. The study group can be roughly divided into three user
types. 7% (3 people) used the tab for 360-480 minutes during the test (6.4 min-
utes/day). 15% (6 people) used it for 144-360 minutes (3.9 minutes/day) and
78% (32 people) used it for less than 144 minutes in total (1.1 minutes/day).
The average use time for the majority was very small, implying their interac-
tions were generally very brief.

Who Used the PARCTAB, How Long and Where?

Figure 15 shows interaction time for each user, subdivided according to location:
in their own office (black); in a common area such as a conference room, tea area
or seminar room (grey); or in a hall or another person’s office (white). Only 3
people used a tab primarily (for more than 50% of their total interaction time)
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Figure 12 Histogram showing the total interaction time by users for each
application in the tab system during the 3 month test period (not-including
the shell, 1273 minutes, and the tshell, 1081 minutes).

in somebody else’s office. Approximately 61% (25 people) of our community
used the tab primarily in their own rooms, and 27% (11 people) used it primarily
in a common area. Interestingly enough, for each pattern of use the preference
was quite clear.

By pooling the results of Figure 15 we can determine that people used tabs in
their own offices 57% of the time, in a common area 32% of the time , and in
another office 11% of the time (see Figure 16). 7% of own-office interactions
are in the presence of other tabs. 90% of common area interactions and 85%
of other-office interactions are also in this category.

The multiple-user applications, group drawing and remote pointing, were not
available for the duration of the use study. Group applications like this would
have generated a much higher network-load in the common areas, but are likely
uses of a ubiquitous mobile device.
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Figure 13 Graph showing the percentage of application interactions that
were under a given time during the test period.

Figure 15 shows that there is not a typical use pattern among the study group.
Our questionnaires showed that there were as many different expectations of
the tab system as there were participants in the study. For example, researchers
developing applications on the tab that expected to use the tab a great deal
did not necessarily have the largest interactions times, even though they had
to use the tab for their daily work. In contrast, some researchers who did not
expect to use the tab found that visitor demonstrations of the device added
significantly to their total usage time.

These results are important for overall system design because multiple tabs
interacting in the same area have a strong impact on the available bandwidth.
The PARCTAB system needs to be able to handle a usage pattern in which at
least 42% of all interactions occur with multiple tabs present.
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Figure 14 Histogram showing the number of users against their total inter-
action time divided into 20 equal divisions.

8.4 Discussion

Although the previous graphs give an indication of the way the tab was used
it is important to acknowledge the limitations of this study in representing the
use of the tab as a consumer item. First, the the user group was too small for
statistically significant results. Second, the system was still under development
and the applications were not fully supported. Furthermore, participants in
the study were not customers but rather laboratory staff using the tab as a
prototype. It was up to them to invent ways to use the tab, develop new appli-
cations and create ways to incorporate the tab into established work patterns.
As a result, we must qualify the numbers with anecdotal evidence and further
discussion of the ways people used the tab. Some of these remarks are listed
below:

Rich Gold: does not see any value in using a tab in his own office because a
powerful workstation is at hand.
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Figure 15 Histogram showing the total interaction time for each user in
seconds split between three location types: a user’s own office, a common area,
a hall or another person’s office.

John Ellis: prefers to use the tab in his own office to read his e-mail so that he
does not have to rearrange the windows on his workstation screen.

Dan Swinehart: found the tab system had a long response time, but found that
the tab system was faster than Mosaic for finding the definition of a word.

Helen Davis: has used the email application and Unistrokes to take notes during
seminars and then mailed them to herself.

A number of people found the PARCTAB too heavy or awkward to wear.

Two women tab users {Karin Petersen and Nancy Freige) remarked that the
design of the belt clip was oriented towards a particular clothing style. For
example, not all outfits include belts, and furthermore not all belts work well
with clip on devices. Doug Terry also found the tab clip inadequate for his
use. Instead he used a small zippered nylon and (infrared transparent) fishnet
pouch to hold a tab so that it could be attached to his belt and continue to
report his location.
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Figure 16 Histogram showing the total interaction time by all users for each
of the three general areas: a user’s own office, a common area, a hall or another
person’s office.

A researcher who preferred to remain anonymous commented on the difficulties
of building new applications in Modula-3: ‘I don’t want to say anything against
Modula-3 but if I have to learn a new language at the same time as trying to
program a new [computer] I may not get much done.’

The ease of reading text on the small screen surprised most of the participants
in the use study. At the beginning of the study we found almost 1/2 of the
participants had commented that because of the low resolution of the screen
they did not intend to read longer files.

As the list above indicates, it is difficult to suggest a ‘typical’ use of the PARC-
TAB The PARCTAB system was an experiment that many people volunteered
to participate in. It was shaped by their own ideas, needs and contributions.
A direct consequence of building a system that can be used by a community is
that it is possible to gain understanding of the real problems (see Section 9),
issues to be addressed, and activities that need to be supported.
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8.5 Research at other Sites

To gain more general experience we gave the tab system (including tabs, trans-
ceivers, and software) to a number of other research departments. The largest
of these sites was the Rank Xerox Research Centre (Cambridge, England) with
12 transceivers and 10 PARCTABs. Flinders University (Adelaide, Australia)
University of Washington, University of Toronto and Olivetti Research Ltd
(Cambridge, England) also received small numbers of PARCTAB system com-
ponents for their own research. RXRC produced a number of applications
(see Section 7), and the University of Toronto now uses tabs to control the
equipment in its “telepresence” room.

9 CONCLUSION

The PARCTAB system enables a unique set of applications that have used com-
munication and context to enhance their operation. By designing a system and
deploying it, we were able to gain some insight into the benefits and problems
faced by mobile systems. The following sections draw some conclusions.

9.1 Design Perspective

The PARCTAB architecture depends on small-cell wireless communication. It
thus combines portability with information about context. A downside of this
approach was that the PARCTAB was not very useful out of contact with the
network. Some of our users were dissatisfied that the tab had only very limited
use when disconnected from the network. Perhaps the real value of a PDA
comes from both connected and disconnected operation. One without the other
leaves them dissatisfied.

Our system design was based on a distributed architecture containing many
components. Although each component was relatively simple the complete sys-
tem presented a level of complexity that made it difficult to debug. We learned
to remove as many points of failure as possible to allow users to understand
what was going on.
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9.2 Bandwidth Limitations

One of our early design assumptions was that a 19.2k baud link was adequate
for building the PARCTAB system. If users do not often share cells or do not,
on average, operate their PARCTABs at the same time, the system can usually
respond within 1 or 2 seconds. In meetings, however, these assumptions seldom
hold true. Users tend to operate tabs at the beginning of meetings, at short
breaks and perhaps when they are bored, resulting in synchronized use and
poor performance.

We now recognize that such systems have to be engineered to deal with the
maximum congestion that can result from the maximum number of mobile
units in a room. Figures based on average usage patterns do not justify cutting
corners.

9.3 Characteristics of User Generated Traffic

Another early design assumption was that applications would have repeating
usage patterns of the form 1) event 2) screen update 3) delay, with the delay
caused by the time it takes a user to read the screen. However the Unistroke
interface changed this pattern. A Unistroke writer can make several strokes per
second. In combination with other Unistroke traffic, this can generate a load
greater than the IR network was designed to handle. As a result, we have begun
work on improving the partitioning of applications between the PARCTAB and
the rest of the system. The Unistroke recognizer has recently been ported to
the PARCTAB firmware, allowing us to send packets of characters rather than
a sequence of stylus positions. This approach uses significantly less bandwidth
in both directions and will be included in a future PARCTAB release. Display
keyboards could work the same way.

The largest impediment for people using Unistrokes was the slow response-time
of the system when displaying a character after each stroke of the stylus. Many
of the participants who had learnt Unistrokes, claimed to be able to write faster
than the system could keep up. All of those who learnt Unistrokes felt that it
was a superior form of text input.
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9.4 Factors Affecting Acceptance

Whether or not a tab is adopted in the workplace turns out to depend on many
factors: among them size, appearance, convenience, peer pressure, application
types, and critical mass of applications. People, in general, have well established
work habits that are a barrier to learning a new system. Applications that
solve a real problem are however compelling, and a diversity of application
type makes the tab a solution to many problems.

It has become clear that changing the nature of a single characteristic can tip
the balance between acceptance and rejection of the device e.g., the design of
a suitable belt/clothes clip. Small changes in design can have large effects and
this makes it difficult to make predictions. Building a system intended for use
is the only way to really find out.

We have discovered how difficult it can be to persuade people to make changes
to their daily routine in order use a device like the PARCTAB. Furthermore,
an individual’s style of dress has a significant impact on whether a tab can be
easily attached and worn like a pager. One user’s tab fell off a belt in a parking
lot, damaging the device, and making the user less willing to carry it.

Many people expressed an interest in a system that could be used both inside
and outside the building, and if this had been the case, they might have adopted
it in more readily. It is clear that a conventional radio broadcast scheme would
allow greater mobility, but at the expense of bandwidth and the lack of con-
text. A more comprehensive system might use a combination of nano-cellular
communications for in-building use and a packet-radio scheme for outside use.

There were two important aspects of tab use in the CSL study that were demon-
strated by the logging data. First, the brief period that applications were used
(50% were under 100 seconds), and second, the generally infrequent usage-
pattern.

Given that the typical behavior is of short user-interaction-times, we might be
able to better support a user’s needs by supplying more casual interfaces that
summarize data on the tab top-level screen (e.g., time, weather, amount of
mail to read etc), enabling a user to retrieve information at a glance. Perhaps
icons that change state to represent the activity of their underlying applications
would address this issue, replacing the desktop metaphor currently in use by a
wrist-watch metaphor.
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The total interaction-time combined for all tabs was not very large. This is
as much a reflection on the context of use as any inherent difficulties with the
tab. The researchers and support staff participating in this experiment work
in a computer-saturated environment. They are never far from a workstation,
and apart from attending meetings, their work practices typically do not rely
on being mobile (see Figure 16, percentage of time spent in an office). This
suggests that further work for integrating the tab into the office environment
needs to be considered, for example, using the tab as another computer monitor.
But it also suggests that in a manufacturing environment, or a hospital, tabs
might support established mobile work-practices.

It should also be noted that the tab system is a prototype and is not supported
to the same extent as an established product (e.g., no user manuals). In this
case study, the users are participating in the development and therefore it is
more appropriate to think of them as participants rather than users.

In the near future, a device capable of performing the PARCTAB’s functions
could be made about one third the thickness and one third the weight of the
current version (3-4 mm thick and perhaps 70 grams). This may further en-
courage its use.

9.5 Application Development

We set out from the start to encourage the user community to become involved
in writing applications. The original Modula-3 programming environment, al-
though a state-of-the-art approach to building systems, was unfamiliar to many
of the users. In some cases learning it was too much trouble for producing a
relatively simple application. In addition, the compiler created large binaries
(often greater than 3MB for each application), imposing a significant load on
machine resources when many applications were active. Making it possible to
write applications in Tcl/Tk and Hypercard was significant in broadening the
interest of application developers.

9.6 Importance of User Interface

An innovative part of building the PARCTAB system has been the design of
user interfaces that are suited to a small screen e.g., elision and Unistrokes.
The latter is a powerful technique that can be used with pen-based computers
of any size.
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The design of the PARCTAB packaging was clearly successful. In particular,
our users liked a design that was adapted to either right or left handed people.
It was also clear that three physical buttons usually provided an unambiguous
mode of use. Although it was tempting to design the user interface with more
buttons, enforced simplicity has turned out to be a bonus.

9.7 Popular Applications

Our system provided many programs that could be used in the work environ-
ment. It is interesting to consider the four most commonly invoked. In first
place was the electronic mail reader, providing access to e-mail that is nor-
mally only available at a workstation. Perhaps this is not surprising given that
the study was carried out at a computer-science research laboratory. However,
electronic mail is becoming more popular in the business community and this
result might be significant in predicting a future market.

The weather program scored second highest. It is possible this shows an in-
herent fascination with weather, or the program may just be good demo-ware.
We hope that this indicates a deeper interest in information that is up-to-date
and easily accessed. In that case, a mobile interface to the World Wide Web
or other information services might prove compelling.

In third place was the file browser, providing access to text and command files
stored in the Unix Network Filing System. Since the entire study group works
almost entirely with electronic documents which are available on-line, this is
a likely result. Finally, in fourth place was the tab loader, which allows users
to store information in the tab’s local memory and use it outside the infrared
network. It is not surprising it has also been popular.

Although the unistroke notetaker was not invoked very often, it accounted for
a significant chunk of total tab usage. It is possible that note-taking could
become a heavily-used application, especially if local processing of unistrokes
yields the expected improvements in performance.

Of the remaining applications there is one result that appears to be out of place.
The PARCTAB calendar/diary appeared mid-way through both the popularity
and runtime results. In the initial questionnaire all but two of the users had
stated that they intended to use the calendar manager regularly. Although
there was some difficulty with the compatibility of electronic calendars in use,
80% of the participants could use the appropriate calendar manager on the
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tab. Given that office environments have schedules that involve many meetings
and numerous visitors, this result seems low. We have found, however, that
users often have traditional solutions to this problem in place (e.g., pocket-book
diaries). New solutions that are as good, or only marginally better (such as
tab access to an on-line calendar) are not easily adopted.

9.8 System Benefits

One important contribution of the PARCTAB system has been the experimen-
tal infrastructure that allows users to prototype new application ideas. The
system has been something of a catalyst in generating new ideas in the area of
Ubiquitous Computing and has inspired novel applications. Because the infras-
tructure is easily assembled and can be exported to other test sites, we have
also had the benefit of stimulating other research.

9.9 Future Work

Many system issues still need to be explored, for example, how to resolve con-
flicts during disconnected operation when related information has changed in
both the mobile and the fixed part of the system [7, 35, 34]. Another area that
needs exploring is how to partition system functionality across a wireless link
with the aim of reducing communication latency. An extension of the existing
work that would allow us to make better use of system context, is the design of
a mechanism for the precise location of objects in a building. Ubiquitous com-
puting could take advantage of precise location information: knowing which
screen a user is currently looking at, for example, is invaluable when deciding
how to present urgent information. Finally, the whole area of miniature user-
interface research deserves further study and has the potential for many more
innovations.

Ubiquitous computing has been the main inspiration for the PARCTAB project.
The use of this system has allowed us to study context-sensitive applications.
These prototype applications have demonstrated the potential for innovation
in this area. In the future we expect to continue to carry out research with
the PARCTAB, and also other hardware and software that will help define the
future of ubiquitous computing. Our experience with the PARCTAB systems
look very promising and brings us a step closer to realizing that future.
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ABSTRACT

This paper considers the problem of providing transparent support for very large num-
bers of mobile hosts within a large internetwork such as the Internet. The availability
of powerful mobile computing devices and wireless networking products and services
is increasing dramatically, but internetworking protocols such as IP used in the In-
ternet do not currently support host movement. To address this need, the Internet
Engineering Task Force (IETF) is currently developing protocols for mobile hosts in
the Internet. This paper analyzes the problem to be solved, reviews the current state
of that effort, and discusses its scalability to very large numbers of mobile hosts in a
large internetwork.

1 INTRODUCTION

The global Internet is growing at a tremendous rate. There are now about
5 million hosts connected to the Internet, and this number is doubling approx-
imately every year. The average time between new networks connecting to
the Internet is about 10 minutes. Initiatives such as the National Information
Infrastructure and the increasing commercial uses of the Internet are likely to
create even faster growth in the future.

Previously appeared in Wireless Networks, special issue on “Recent Advances in Wireless
Networking Technology,” 1995. Copyright (©1995 by Baltzer Science Publishers. Reprinted
by permission.
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At the same time, portable computing devices such as laptop and palmtop
computers are becoming widely available at very affordable prices, and many
new wireless networking products and services are becoming available based
on technologies such as spread-spectrum radio, infrared, cellular, and satellite.
Mobile computers today often are as capable as many home or office desktop
computers and workstations, featuring powerful CPUs, large main memories,
hundreds of megabytes of disk space, multimedia sound capabilities, and color
displays. High-speed local area wireless networks are commonly available with
speeds up to 2 megabits per second. and wide-area wireless networks are avail-
able that provide metropolitan or even nationwide service.

With these dramatic increases in portability and ease of network access, it
becomes natural for users to expect to be able to access the Internet at any
time and from anywhere, and to transparently remain connected and continue
to use the network as they move about. However, internetworking protocols
such as IP [23] used in the Internet do not currently support host mobility.
A mobile user, today, must generally change IP addresses when connecting to
the Internet at a different point or through a different network; the user must
modify a number of configuration files and restart all network connections,
making host movement difficult, time consuming, and error prone.

To address this need in the Internet, the Mobile IP Working Group of the
Internet Engineering Task Force (IETF) has been working over the past few
years to develop standard protocols to support mobile hosts operating in the
Internet [6, 7, 8, 9, 10, 13, 14, 17, 18, 19, 20, 21, 22, 25, 29, 30, 31, 32, 34].
The IETF is the principal standards development body for protocols in the
Internet. This work on IETF Mobile IP represents the contributions of many
people within the Working Group, and development of these protocols is still
underway. This paper analyzes the problem to be solved, reviews the current
state of that effort, and discusses its scalability to very large numbers of mobile
hosts in a large internetwork.

Section 2 of this paper describes the general problem of mobility management
and packet routing to mobile hosts in a large internetwork. Section 3 gives
a summary of the current state of the basic IETF Mobile IP protocol, and
Section 4 describes extensions to this protocol also being developed within the
IETF for optimizing packet routing to mobile hosts. Section 5 discusses the
scalability of this work to very large numbers of mobile hosts, and Section 6
presents conclusions.
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2 PROBLEM ANALYSIS

2.1 Internetwork Routing

In order to provide scalable routing support, internetworking protocols such as
IP [23], ISO CLNP [27], NetWare IPX [33], and AppleTalk [28], use hierarchical
addressing and routing schemes. For example, in IP, the network address of
a host is divided into two levels of hierarchy: a network number identifying
the network to which the host is connected, and a host number identifying the
particular host within that network. Routers within the Internet know (and
care) only how to route packets based on the network number of the destination
address in each packet; once the packet reaches that network, it is then delivered
to the correct individual host on that network.

Aggregating the routing decision at each level of the hierarchy in this way re-
duces the size of the routing tables that each router must maintain, reduces
the size of the routing updates that routers must exchange, and simplifies the
decisions at each router. Hierarchical addressing and routing has proven to be
essential to keep up with the exponential growth of the Internet, in particu-
lar. The original two-level hierarchy of Internet addressing in IP has already
been transparently extended at the bottom with subnetting [16] and at the top
through use of CIDR [5]. In the IETF’s “IPng” effort to develop the next gen-
eration of the IP protocol [2], support for many more levels of hierarchy than
in the present version of IP is an explicit design goal [15].

However, this hierarchy in addressing and routing prevents packets from being
routed correctly to a mobile host while it is away from its home network. Since
a host’s address logically encodes its location, without special handling for
mobility, packets addressed to a mobile host will be routed by the Internet
only to the mobile host’s home network. This problem exists with any protocol
using a hierarchical addressing and routing scheme, whether the hierarchy is
provider-based or geographical.

2.2 Location Registry

It is important to be able to support packet routing to mobile hosts from exist-
ing correspondent hosts that have not been modified to support mobility. Given
the very large number of hosts already deployed within the Internet, it seems
quite likely that some will not be upgraded to support mobility for some time.
Furthermore, some existing hosts may never be upgraded, for example because
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the organizations owning them may lack the interest or resources to upgrade,
or because the original vendor no longer offers support for particular products
owned by some customers. The ability to support unmodified correspondent
hosts also allows any correspondent host to communicate with any other host
without being concerned whether or not it is currently mobile and away from
its home network.

It therefore becomes logical to provide basic mobility support for a mobile
host through a location registry recording the mobile host’s current location,
that can be accessed through the mobile host’s home network. An unmodified
correspondent host (or one that simply does not know that a particular mobile
host is in fact mobile) will send IP packets for that mobile host in the same
way as all IP packets are sent today. Such packets will thus reach the mobile
host’s home network, where they may be intercepted by some mobility support
agent and forwarded to the mobile host’s current location.

Requiring the sender to instead explicitly query the location registry before
sending a packet is incompatible with the goals of supporting existing unmodi-
fied correspondent hosts and of not requiring the sender to be aware of whether
a particular destination host is currently mobile. Accessing the location reg-
istry through the mobile host’s home network also avoids any requirement for
changes to the basic routing algorithms of the Internet, and allows each orga-
nization owning some network to manage this functionality for all of its own
mobile hosts with this home network, improving scalability and easing man-
ageability.

In addition, requiring the location registry to be explicitly queried in this way,
either would require this overhead to be added for all destination addresses or
would require restrictions on the assignment of IP addresses. If a host’s address
encodes information as to whether it is a mobile or a stationary host, then only
packets destined for mobile host’s need to cause the location registry to be
queried. However, this encoding would require permanently designating each
host into one of these two classes, greatly reducing flexibility and complicating
host and network administration.

2.3 Packet Tunneling

Some mechanism is needed to cause a packet addressed to a mobile host to be
routed to that host’s current location rather than (only) to its home network.
In order to avoid distributing routing information for a mobile host throughout
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the Internet so that the new routing decision could be made at each hop, it
must be possible to modify each packet for a mobile host in such a way that
the routing infrastructure of the Internet will route the modified packet to a
location identified in the packet. This type of packet forwarding is known as
tunneling. For IP, tunneling may in general be done using an encapsulation
protocol or through an IP option such as loose source routing [23].

In tunneling a packet from one node to another, only these two nodes (the two
endpoints of the tunnel) need know that tunneling is taking place. Routers
between the node tunneling the packet and the new destination node to which
the packet is tunneled, simply route the packet at each hop in the same way
as any ordinary IP packet. There is thus no need to modify existing routers,
such as within the Internet backbone, nor to modify existing Internet routing
algorithms.

2.4 Caching and Consistency

The mechanisms suggested above allow packets for a mobile host to be sent to
it at its current location, but support forwarding only through an agent on the
mobile host’s home network. For example, if a mobile host, say MH1, is visiting
some network, even packets from a correspondent host on this same network
must be routed through the Internet to this agent on MH1’s home network,
only to then be tunneled back to the original network for delivery to MHI.
If the correspondent host in this example is actually another mobile host, say
MH2, then packets from MH1 to MH2 must likewise be routed through some
agent on MH2’s home network and back to the original network for delivery
to MH2. This indirect routing places unnecessary overhead on the Internet,
on each mobile host’s home network. and on the agent providing forwarding
service from each home network. Such indirect routing may also significantly
increase the latency in packet delivery to a mobile host.

Correspondent hosts that have been modified to support mobility should be
able to learn the current location of a mobile host with which they are com-
municating, and to then use this location to tunnel their own future packets
directly to the mobile host. By caching this location, the expense of discover-
ing this location can be avoided on each individual packet sent to the mobile
host. However, this caching creates the problem of cache consistency when the
mobile host then moves to a new location, since the correspondent host’s cache
will still point to the old location. In order to support smooth handoff from one
location to another, the protocol must be able to update correspondent host’s
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caches, and should provide some support for packets that may be tunneled
based on a temporarily out-of-date cache.

3 THE BASIC MOBILE IP PROTOCOL

This section provides an overview of the current state of the basic IETF Mobile
IP protocol [20]. The protocol provides transparent routing of packets to a
mobile host and requires no modification to existing routers or correspondent
hosts. No support is provided, however. for caching a mobile host’s location
at correspondent hosts or for allowing correspondent hosts to tunnel packets
directly to a mobile host’s current location. These features are being developed
within the IETF as a separate set of extensions to this basic protocol, and are
discussed in Section 4.

3.1 Infrastructure

Each mobile host is assigned a unique home address in the same way as any
other Internet host, within its home network. Hosts communicating with a
mobile host are known as correspondent hosts and may, themselves, be either
mobile or stationary. In sending an IP packet to a mobile host, a correspondent
host always addresses the packet to the mobile host’s home address, regardless
of the mobile host’s current location.

Each mobile host must have a home agent on its home network that maintains
a registry of the mobile host’s current location. This location is identified as
a care-of address, and the association between a mobile host’s home address
and its current care-of address is called a mobility binding, or simply a binding.
Each time the mobile host establishes a new care-of address, it must register
the new binding with its home agent so that the home agent always knows the
current binding of each mobile host that it serves. A home agent may handle
any number of mobile hosts that share a common home network.

A mobile host, when connecting to a network away from its home network, may
be assigned a care-of address in one of two ways. Normally, the mobile host
will attempt to discover a foreign agent within the network being visited, using
an agent discovery protocol. The mobile host then registers with the foreign
agent, and the IP address of the foreign agent is used as the mobile host’s care-
of address. The foreign agent acts as a local forwarder for packets arriving for
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the mobile host and for all other locally visiting mobile hosts registered with
this foreign agent. Alternatively, if the mobile host can obtain a temporary
local address within the network being visited (such as through DHCP [4]), the
mobile host may use this temporary address as its care-of address.

While a mobile host is away from its home network, a mobile host’s home agent
acts to forward all packets for the mobile host to its current location for delivery
locally to the mobile host. Packets addressed to the mobile host that appear
on the mobile host’s home network must be intercepted by the mobile host’s
home agent, for example by using “proxy” ARP [24] or through cooperation
with the local routing protocol in use on the home network.

For each such packet intercepted, the home agent tunnels the packet to the
mobile host’s current care-of address. If the care-of address is provided by a
foreign agent, the foreign agent removes any tunneling headers from the packet
and delivers the packet locally to the mobile host by transmitting it over the
local network on which the mobile host is registered. If the mobile host is using
a locally obtained temporary address as a care-of address, the tunneled packet
is delivered directly to the mobile host.

Home agents and foreign agents may be provided by separate nodes on a net-
work, or a single node may implement the functionality of both a home agent
(for its own mobile hosts) and a foreign agent (for other visiting mobile hosts).
Similarly, either function or both may be provided by any of the existing IP
routers on a network, or they may be provided by separate support hosts on
that network.

3.2 Agent Discovery

The agent discovery protocol operates as a compatible extension of the existing
ICMP router discovery protocol [3]. It provides a means for a mobile host to
detect when it has moved from one network to another, and for it to detect
when it has returned home. When moving into a new foreign network, the
agent discovery protocol also provides a means for a mobile host to discover a
suitable foreign agent in this new network with which to register.

On some networks, depending on the particular type of network, additional
link-layer support may be available to assist in some or all of the purposes of
the agent discovery protocol. A standard protocol must be defined for agent
discovery, however, at least for use on networks for which no link-layer support
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is available. By defining a standard protocol, mobile hosts are also provided
with a a common method for agent discovery that can operate in the same way
over all types of networks. If additional link-layer support is available, it can
optionally be used by mobile hosts that support it to assist in agent discovery.

Home agents and foreign agents periodically advertise their presence by mul-
ticasting an agent advertisement message on each network to which they are
connected and for which they are configured to provide service. Mobile hosts
listen for agent advertisement messages to determine which home agents or
foreign agents are on the network to which they are currently connected. If a
mobile host receives an advertisement from its own home agent, it deduces that
it has returned home and registers directly with its home agent. Otherwise,
the mobile host chooses whether to retain its current registration or to register
with a new foreign agent from among those it knows of.

While at home or registered with a foreign agent, a mobile host expects to
continue to receive periodic advertisements from its home agent or from its
current foreign agent, respectively. If it fails to receive a number of consecutive
expected advertisements, the mobile host may deduce either that it has moved
or that its home agent or current foreign agent has failed. If the mobile host
has recently received other advertisements, it may attempt registration with
one of those foreign agents. Otherwise, the mobile host may multicast an agent
solicitation message onto its current network, which should be answered by an
agent advertisement message from each home agent or foreign agent on this
network that receives the solicitation message.

3.3 Registration

Much of the basic IETF Mobile IP protocol deals with the issue of registration
with a foreign agent and with a mobile host’s home agent. When establishing
service with a new foreign agent, a mobile host must register with that foreign
agent, and must also register with its home agent to inform it of its new care-of
address. When instead establishing a new temporarily assigned local IP address
as a care-of address, a mobile host must likewise register with its home agent to
inform it of this new address. Finally, when a mobile host returns to its home
network, it must register with its home agent to inform it that it is no longer
using a care-of address.

To register with a foreign agent, a mobile host sends a registration request
message to the foreign agent. The registration request includes the address of
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the mobile host and the address of its home agent. The foreign agent forwards
the request to the home agent, which returns a registration reply message to
the foreign agent. Finally, the foreign agent forwards the registration reply
message to the mobile host. When registering directly with its home agent,
either when the mobile host has returned home or when using a temporarily
assigned local IP address as its care-of address, the mobile host exchanges the
registration request and reply messages directly to its home agent.

Each registration with a home agent or foreign agent has associated with it a
lifetime period, negotiated during the registration. After this lifetime period
expires, the mobile host’s registration is deleted. In order to maintain continued
service from its home agent or foreign agent, the mobile host must re-register
within this period. The lifetime period may be set to infinity, in which case no
re-registration is necessary. When registering with its home agent on returning
to its home network, a mobile host registers with a zero lifetime and deletes its
current binding, since a mobile host needs no services of its home agent while
at home.

3.4 Registration Authentication

All registrations with a mobile host’s home agent must be authenticated in order
to guard against malicious forged registrations that could arbitrarily redirect
future packets destined to a mobile host. In particular, without authentication,
an attacker could register a false care-of address for a mobile host, causing the
mobile host’s home agent to misroute packets destined for the mobile host.
An attacker could, for example, reroute the mobile host’s packets in order to
eavesdrop on its traffic, alter any packets destined for the mobile host, or deny
service to the mobile host by misdirecting its packets. Registration authentica-
tion must verify that the registration request legitimately originated with the
mobile host, that it has not been altered in transit to the home agent, and that
an old registration request is not being replayed (perhaps long after the mobile
host was at that care-of address).

Although any authentication algorithm shared by a mobile host and its home
agent may be used, the IETF protocol defines a standard authentication al-
gorithm based on the MD5 message-digest function [26], using a secret key
shared between these two nodes. MD5 is a one-way hash function, in that it is
considered to be computationally infeasible to discover the input to the hash
function given its output, or to find another sequence of input that produces
the same output. A “keyed MD5” algorithm is used, in which the MD5 hash
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over the bytes of the shared secret key and the important fields of the mes-
sage is included in each registration message or reply; the secret key itself is
not included in the message sent over the network. This authentication value
allows the receiver to verify the source of the message and the fact that none of
the important fields in the message (included in the hash) have been changed
since the message was sent. If the hash matches at the receiver, the registration
message must have been generated by a node knowing the secret key and must
not have been modified in transit; without knowledge of the secret key included
in the MD5 hash, no other node can modify or forge a registration message.

Administration of the shared secret key should be fairly simple, since both the
mobile host and its home agent are owned by the same organization (both
are assigned IP addresses in the home network owned by that organization).
Manual configuration of the shared key may be performed, for example, any
time the mobile host is at home, while other administration of these nodes is
being performed.

Replay protection for registration messages may be provided under the IETF
Mobile IP protocol using either nonces or timestamps. Using nonces, the home
agent generates a random value and returns it to the mobile host (in cleartext)
in its registration reply message, and the mobile host must include this same
value in its next registration request message. If the value in the message does
not match on the next registration attempt, for example because the mobile
host has lost its saved state containing this value, the home agent returns a
registration error and includes the correct new value in the registration reply.
The next registration attempt by the mobile host should then succeed, and no
other node can use this value in the message to forge a registration message,
since it does not know the share secret key used in the message authentication
that must be computed and included in each registration message. The use of
timestamps for replay protection is similar, except that the timestamp included
in the registration message must closely match the current time at the receiver.

3.5 Tunneling

The Mobile IP protocol allows the use of any tunneling method shared between
a mobile host’s home agent and its current foreign agent (or the mobile host
itself when a temporary local IP address is being used as a care-of address).
During registration with its home agent, a list of supported tunneling methods
is communicated to the home agent. For each packet later tunneled to the
mobile host, the home agent may use any of these supported methods.
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Figure 1 Mobile IP tunneling using “IP in IP” encapsulation

The protocol requires support for “IP in IP” encapsulation for tunneling, as
illustrated in Figure 1. In this method, to tunnel an IP packet, a new IP header
is wrapped around the existing packet; the source address in the new IP header
is set to the address of the node tunneling the packet (the home agent), and the
destination address is set to the mobile host’s care-of address. The new header
added to the packet is shaded in gray in Figure 1. This type of encapsulation
may be used for tunneling any packet, but the overhead for this method is the
addition of an entire new IP header (20 bytes) to the packet.

Support is also recommended for a more efficient “minimal” tunneling proto-
col {10, 12], which adds only 8 or 12 bytes to each packet. This tunneling
protocol is illustrated in Figure 2, with the new header added to the packet
shaded in gray. Here, only the modified fields of the original IP header are
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Figure 2 Mobile IP tunneling using the minimal tunneling protocol

copied into a new forwarding header added to the packet between the original
IP header and any transport-level header such as TCP or UDP. The fields in
the original IP header are then replaced such that the source address is set to
the address of the node tunneling the packet (only if the packet is being tun-
neled by a node other than the original sender), and the destination address is
set to the mobile host’s care-of address. This type of encapsulation adds less
overhead to each packet, but it cannot be used with packets that have already
been fragmented by IP, since the small forwarding header does not include the
fields needed to represent that the original packet is a fragment rather than a
whole IP packet.
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4 ROUTE OPTIMIZATION

The basic IETF Mobile IP protocol fulfills its primary goal of providing trans-
parent packet routing to mobile hosts operating in the Internet. However,
all packets for a mobile host away from home must be routed through the
mobile host’s home network and home agent, severely limiting the performance
transparency of the protocol and creating a significant bottleneck to potential
scalability.

As suggested in Section 2, what is needed is the ability for correspondent hosts
to be able to cache the location of a mobile host and to then tunnel packets
directly to the mobile host at its current location. This functionality has be-
come known within the IETF as route optimization, and a group consisting
of Andrew Myles of Macquarie University, Charles Perkins of IBM, and the
author have been working particularly to develop this functionality within the
IETF protocol [14]. This section provides an overview of the current state of
the protocol extensions for route optimization.

4.1 Location Caching

Any node may optimize its own communication with mobile hosts by maintain-
ing a binding cache in which it caches the binding of one or more mobile hosts.
When sending a packet to a mobile host, if the sender has a binding cache entry
for this mobile host, it may tunnel its own packet directly to the care-of address
indicated in the cached binding. Likewise, a router when forwarding a packet
may tunnel the packet directly to the destination mobile host’s care-of address
if the router has an entry in its binding cache for the destination IP address
of the packet; such a router may thus optimize the mobile host communication
for a group of nodes not supporting the route optimization extensions.

In the absence of any binding cache entry, packets destined for a mobile host
will be routed to the mobile host’s home network in the same way as any other
IP packet, and are then tunneled to the mobile host’s current care-of address by
the mobile host’s home agent. This is the only routing mechanism supported by
the basic Mobile IP protocol. With route optimization, though, as a side effect
of this indirect routing of a packet to a mobile host, the original sender of the
packet is informed of the mobile host’s current mobility binding (Section 4.3),
giving the sender an opportunity to cache the binding.
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A node may create a binding cache entry for a mobile host only when it has
received and authenticated the mobile host’s binding. Likewise, a node may
update an existing binding cache entry for a mobile host, such as after the
mobile host has moved to a new foreign agent, only when it has received and
authenticated the mobile host’s new binding.

A binding cache will, by necessity, have a finite size. Any node implement-
ing a binding cache may manage the space in its cache using any local cache
replacement policy such as LRU. If a packet is sent to a destination address
for which the cache entry has been dropped from the cache, the packet will
be routed normally to the mobile host’s home network and will be tunneled to
the mobile host’s care-of address by its home agent. As when a binding cache
entry is initially created, this indirect routing to the mobile host will result in
the original sender of the packet being informed of the mobile host’s current
binding, allowing it to add this entry again to its binding cache.

Optimal routing of packets from a correspondent host can be achieved if the cor-
respondent host implements a binding cache. A router implementing a binding
cache can also provide routing assistance for packets that it forwards from
correspondent hosts that do not implement the Mobile IP route optimization
extensions. For example, a local network of nodes that do not implement route
optimization could be supported by a common first-hop router that maintains
a binding cache. Router software should be configurable, however, to allow
disabling the maintenance of a binding cache, such as within backbone routers,
where little or no benefit of caching could be obtained.

4.2 Foreign Agent Handoff

When a mobile host moves and registers with a new foreign agent, the basic
Mobile IP protocol does not notify the mobile host’s previous foreign agent
that the host has moved. After the mobile host’s new registration at its home
agent, IP packets intercepted by the home agent are tunneled to the mobile
host’s new care-of address, but any packets in flight that had already been
tunneled by the home agent to the old care-of address are lost and are assumed
to be retransmitted by higher-level protocols if needed. The old foreign agent
eventually deletes the mobile host’s registration after the expiration of the
lifetime period established when the mobile host registered with that foreign
agent.
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Route optimization extends the registration protocol to provide a means for
a mobile host’s previous foreign agent to be reliably notified that the mobile
host has moved, and optionally to inform it of the mobile host’s new binding.
When registering with a foreign agent, a mobile host may establish a “regis-
tration key,” acting as a session key for its registration with this foreign agent.
When the mobile host later moves and registers a different care-of address, it
may notify this previous foreign agent by sending it a binding update message;
this binding update message is authenticated in the same way as registration
messages between a mobile host and its home agent, but in this case, using the
registration key established when it registered with that foreign agent as the
shared secret key for the authentication. After being established, such a regis-
tration key could also optionally be used to encrypt packets sent between the
mobile host and its foreign agent, in order to improve privacy in the common
case in which they are connected by a wireless link, but such use has not yet
been considered within the IETF.

Notifying the previous foreign agent that the mobile host has moved allows
packets in flight to this foreign agent, as well as packets tunneled from corre-
spondent hosts with out-of-date binding cache entries for the mobile host (they
have not yet learned that the mobile host has moved), to be forwarded to the
mobile host’s new care-of address. When notified of the mobile host’s new
binding, the previous foreign agent may create a binding cache entry for the
mobile host, acting as a “forwarding pointer” to its new location. This notifi-
cation also allows any resources consumed by the mobile host’s registration at
the previous foreign agent (such as radio channel reservations) to be released
immediately, rather than waiting for the mobile host’s registration to expire.

Such a “forwarding pointer” binding cache entry at a mobile host’s previous
foreign agent is treated in the same way as any other binding cache entry. In
particular, this binding cache entry may be deleted from the cache at any time.
Suppose a node (such as this previous foreign agent) receives some packet that
has been tunneled to this node, but this node is unable to deliver the packet
locally to the destination mobile host (it is not the mobile host itself, and it does
not believe that it is currently serving as a foreign agent for this mobile host).
In this case, the node tunnels the packet to the mobile host’s own address,
which will cause the packet to reach the home network and be intercepted by
the mobile host’s home agent in the same way as any other packet addressed
to the mobile host. The home agent will then extract and re-tunnel the packet
to the mobile host’s current location.
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4.3 Binding Cache Updates

When a mobile host’s home agent intercepts a packet from the home network
and tunnels it to the mobile host, the home agent may deduce that the original
sender of the packet has no binding cache entry for the destination mobile
host. In this case, the home agent sends a binding update message to the
sender, informing it of the mobile host’s current binding. No acknowledgement
for this binding update is needed, since any future packets intercepted by the
home agent from this sender for the mobile host will serve to cause transmission
of a new binding update.

Similarly, when a node receives a packet that was tunneled to this node, if the
node has a binding cache entry for the destination IP address of the packet
carried within the tunnel, the node may deduce that the original sender of the
packet has an out-of-date binding cache entry for this destination mobile host
(pointing to this node). In this case, the node sends a binding warning message
to the original sender of the packet, advising it to send a binding inquire message
to the mobile host’s home agent to request the mobile host’s current binding as
a binding update. As with the binding update message from the home agent,
no acknowledgement for this binding warning message is needed, as any future
packets tunneled to the same node from this sender for the mobile host will
serve to cause transmission of a new binding warning.

With the exception of the notification to a mobile host’s previous foreign agent
(which is sent by the mobile host itself), all binding update messages are sent by
a mobile host’s home agent, which is in complete control of which correspondent
hosts it allows to learn the mobile host’s binding. If, for any local administrative
reasons, the home agent wants to keep a particular mobile host’s current binding
private (from all or only some correspondent hosts), it is not required to send
a binding update that would otherwise be sent by the protocol.

Included in each binding update message sent by the home agent is an indication
of the time remaining in the lifetime associated with the mobile host’s current
registration. Any binding cache entry established or updated in response to
this binding update must be marked to be deleted after the expiration of this
period. A node wanting to provide continued service with a particular binding
cache entry may attempt to reconfirm that binding before the expiration of this
lifetime period. Binding cache entry reconfirmation may be appropriate when
the node has indications (such as an open transport-level connection to the
mobile host) that the binding cache entry is still needed. This reconfirmation
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is performed by the node actively requesting the mobile host’s home agent to
send a new binding update message to the node.

Each node must provide some mechanism to limit the rate at which it sends
binding update or binding warning messages to the same node about any given
binding. Some nodes will not implement the route optimization extensions
of the Mobile IP protocol, and those that do may be limited in the number
of bindings they can cache or the speed with which they can process these
messages. A new binding update or binding warning message should not be
sent for each individual packet described above that is received over a short
period of time; rather, some minimum interval should be maintained between
binding update or binding warning messages, and after a small number of these
messages have been sent to the same node about some binding, the sending
node must quickly increase the interval between new binding update or binding
warning messages.

4.4 Binding Update Authentication

All messages that add or change an entry in a binding cache must be au-
thenticated using the same type of authentication algorithm as is used in the
basic Mobile IP protocol for registration with a mobile host’s home agent (Sec-
tion 3.4). This authentication verifies the source of the message and ensures
that none of the important fields of the message have been changed since the
message was sent.

In particular, a node receiving a binding update message must verify the mes-
sage’s authentication before altering the contents of its binding cache in re-
sponse to the message. This requirement for authentication covers all binding
update messages: those sent to build or update a binding cache entry in re-
sponse to a packet routed indirectly to a mobile host, as well as those sent to
notify a mobile host’s previous foreign agent that it has moved. Without such
authentication, a malicious node anywhere in the Internet could forge a binding
update message, allowing it to arbitrarily intercept or redirect packets destined
for any other node in the Internet.

In the basic Mobile IP protocol, only a mobile host’s registration with its home
agent must be authenticated, allowing the simple solution of a manually con-
figured secret key shared between the mobile host and its home agent. For
route optimization, a home agent must in general be able to send an authen-
ticated binding update message to any other node in the Internet, since any
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node may want to maintain a binding cache containing entries for one or more
mobile hosts served by that home agent. This form of general authentication
is currently complicated by the lack of a standard key management or authen-
tication protocol in the Internet, and by the lack of any generally available
key distribution infrastructure; patent restrictions and export controls on the
necessary cryptographic algorithms have slowed development and deployment
of such facilities in the Internet.

A number of restricted authentication schemes for route optimization are possi-
ble in the short term, however, before the necessary protocols and infrastructure
are available. The route optimization extensions within the IETF [14] have cur-
rently been designed to utilize manually configured shared secret keys in the
same way as the authentication used in registration in the basic Mobile IP pro-
tocol, but the required shared keys may be configured to reduce the number of
pairwise keys that must be maintained. In particular, by manually establishing
a shared secret key with a particular home agent, a node is able to receive
authenticated binding updates (and thus to maintain binding cache entries) for
all mobile hosts served by this home agent: if no shared secret key is available
for some node, no binding update messages are sent by the home agent to that
node, and only the basic Mobile IP protocol is used for packets sent to mobile
hosts from that node.

This configuration of manually established shared secret keys is fairly natural,
since the mobile hosts served by any particular home agent, in general, all be-
long to a single organization (that also owns the home agent and the home
network). If the user of a node often collaborates with any number of peo-
ple from this organization, establishing the shared secret key with this home
agent may be worthwhile. The route optimization procedures described in Sec-
tions 4.2 and 4.3 have been designed with this restricted style of authentication
in mind, and may be modified when more general authentication mechanisms
become available.

This type of authentication is secure as long as the shared secret key remains
secret, and it is not subject to export restrictions since it does not use en-
cryption. A simpler style of authentication that also does not use encryption
was proposed within the IETF for the IMHP protocol [13, 17, 22], and was
also used in recent mobile routing work done at Harvard University [1]. This
scheme relies on a general property of routing in the Internet in which nodes
not connected to the normal routing path of a packet cannot eavesdrop on or
reroute that packet. By including a randomly generated authenticator value in
a packet sent to another node, the original sender can authenticate the reply
from that node, by requiring that the same random value is returned in the
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reply. Although this simpler scheme requires no configuration of shared secret
keys, it is less secure, since this general property of Internet routing security has
been severely weakened by increasing attacks in recent years; in addition, this
scheme is further weakened, since any of the links over which such an authen-
tication may take place may be wireless, enhancing the ability of any attacker
to eavesdrop on the exchange containing the authenticator value.

5 PROTOCOL SCALABILITY

The combination of the basic IETF Mobile IP protocol described in Section 3
and the extensions for route optimization described in Section 4 can provide
highly scalable support for packet routing to large numbers of mobile hosts in
the Internet. This section considers the different factors affecting the scalability
of the protocol.

5.1 The Home Network

Each organization owning an IP network supports all mobile hosts for which
this is the home network. As new networks are added to the Internet, each
deploys its own home agent to support its own mobile hosts. This arrangement
allows mobility support within the home network to scale as new organizations
and new networks connect to the Internet, avoiding any centralized support
bottleneck. Since a home agent maintains the location registry and tunnels
packets only for the mobile hosts for which this is the home network, this
approach allows these functions to scale with the number of networks containing
mobile hosts.

Each organization may also control the level of expense or effort which they
expend to support their own mobile hosts, and their own mobile hosts directly
benefit from these expenditures. For example, an organization wanting to pro-
vide higher performance or more reliable access to the home agent for any of
its mobile hosts may install higher bandwidth or additional links connecting
their own home network to the Internet. The functionality of the home agent
may also be replicated or distributed on multiple nodes on the home network;
as long as a consistent view of the bindings of this home network’s mobile hosts
is maintained, such arrangements are entirely at the option of the organization
owning the network and need not affect other nodes within the Internet. The
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home agent functionality and the home network may be scaled to support any
number of mobile hosts owned by this organization.

While a mobile host is at home, it is treated in the same way as any ordinary IP
host, and no overhead is added to packets sent to it while at home. When the
mobile host leaves home and registers a care-of address, its home agent begins
tunneling packets for it, binding cache entries are gradually created at different
correspondent hosts or routers, and they then begin tunneling packets for the
mobile host directly to the mobile host’s current location. As the mobile host
moves from one care-of address to another, the binding caches are updated as
needed. When the mobile host later returns home, this same mechanism causes
these binding cache entries to be deleted; packets destined to this mobile host
are then sent in the same way as any IP packets sent to an ordinary stationary
host that has never been mobile.

It thus becomes feasible to upgrade all hosts, at any convenient time, to be
“mobile capable,” with no performance penalty to the network or to the host
for the extra capability of being mobile [11]. Any mobile capable host could
then become mobile at any future time as needed simply by leaving its home
network and registering elsewhere. This property simplifies the installation of
new hosts, since no decision need be made as to whether each host will need to
be mobile at any future time.

5.2 The Foreign Network

Each organization owning an IP network that allows mobile hosts to visit de-
ploys its own foreign agent to support mobile hosts visiting that network. This
arrangement allows mobility support within the foreign network to scale as new
organizations and new networks connect to the Internet. Since a foreign agent
maintains a list of only those mobile hosts currently registered with it, and
only locally delivers packets for these mobile hosts, this approach allows these
functions to scale with the number of networks that allow mobile hosts to visit.

In addition, each organization owning an IP network allowing mobile hosts to
visit may control its own resource allocation within that network as needed
by any local policies of that organization. For example, a foreign agent may
be configured to limit the number of simultaneous visitors that it allows to
register; if additional mobile hosts request registration, the foreign agent may
return an error to each indicating that registration has been denied due to
local resource allocation limits. Any organization may install additional or
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more powerful foreign agents or higher bandwidth local networks in order to
provide any desired level of support for visiting users. Each organization may
also impose any administrative policies on the provision of service to visiting
mobile hosts. For example, they may only allow mobile hosts for which prior
billing arrangements have been established to register.

By deploying one or more foreign agents, the protocol places no new demands
on IP address space allocation, avoiding the limits to scalability that would
otherwise be imposed by the current limits on available IP address space. Any
organization wanting to provide service for visiting mobile hosts but not willing
to deploy a foreign agent may support any number of visitors by reserving a por-
tion of their local IP address space for dynamic allocation as care-of addresses
for visiting mobile hosts.

5.3 Binding Caches

The deployment and operation of a binding cache in any node is only an opti-
mization to the protocol, and no binding caches are required, although the use
of binding caches is highly desirable. Each binding cache may scale to any size
as needed by any local administrative policies, but no specific binding cache
size is imposed by the protocol. Similarly, any local cache replacement policy
may be used to manage the space within the cache.

If the binding cache at some node is too small to be able to store a cached
binding for each mobile host with which this node is actively communicating,
the local cache replacement policy determines which entries are retained in the
cache. For example, the use of LRU replacement will keep the most recently
used entries in the cache. Other possible cache replacement policies might
weight each entry by the number of times it had been recently accessed, or by
some administratively assigned priority based on a list of preferred hosts for
which bindings should be cached. Such decisions are entirely local to the node
(and organization) implementing the binding cache.

The use of binding caches improves the scalability of the protocol by avoiding
the need to send most packets to and from the mobile host’s home network, and
by avoiding the need for the home agent in the mobile host’s home network to
handle each packet. The binding cache in a correspondent host maintains cache
entries only for the individual mobile hosts with which that correspondent host
is communicating. This approach scales well, as each individual correspondent
host will at any time only be communicating with a limited number of mobile
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hosts. Furthermore, since in general the set of mobile hosts with which a
correspondent host is communicating will change only slowly over time, any
reasonable cache replacement policy such as LRU should work well.

5.4 Impact on the Network

No changes to the routing infrastructure of the Internet are required to support
Mobile IP. By tunneling packets to a mobile host, all routers through which
the tunneled packet must pass treat the packet exactly as any ordinary IP
packet, using existing Internet routing algorithms. The routing scalability of
the Internet is thus maintained, since each router need not know the location
of any individual mobile hosts. even though it may forward packets to them;
only the two endpoints of the tunnel need know that tunneling is taking place
or need care that mobility is the purpose of the tunneling. The Mobile IP
protocol can thus be deployed incrementally, with each organization adding
home agents or foreign agents as the need arises. Any or all hosts and routers
can be upgraded at any time, if desired, to support binding caches.

By using route optimization, the overall overhead on the Internet can be min-
imized. Routing packets indirectly to a mobile host through the mobile host’s
home network and home agent places unnecessary overhead on all links and
nodes along this path, but route optimization allows this longer, indirect path
to be avoided. Route optimization also reduces the resource demands on each
home network, and avoids any possible performance bottleneck at the home
network or at the home agent.

6 CONCLUSION

Recent increases in the availability of mobile computers and wireless networks
provides the opportunity to integrate these technologies seamlessly into the
Internet. Mobile users should be able to move about, transparently remaining
connecting to the Internet, utilizing the best available network connection at
any time, whether wired or wireless. For example, a mobile host in its owner’s
office may be connected to an Ethernet, but when disconnected and carried
away, it could transparently switch to a connection through a high-speed local
area wireless network. While moving around within the building, the host could
switch transparently from one wireless subnet to another, and when leaving the
building, could again switch transparently to a wide-area wireless data service.
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The current work in the IETF Mobile IP Working Group provides a good ap-
proach to reaching this vision of seamless transparent mobility. These protocols
can efficiently scale to very large numbers of mobile hosts operating in a large
internetwork. Such scalability will become crucial as the Internet continues its
exponential growth, and as mobile users begin to account for a growing fraction
of this population.
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ABSTRACT

Location management is one of the the most fundamental problems facing mobile net-
working today. How does the network know where the intended recipient of a message
is currently located? Where should the information about the current location of a
user be stored? Who should be responsible for determining user’s location? These are
examples of questions which location management attempts to address. Different lo-
cation management schemes for networks such as Internet and analog voice networks
such as cellular have been proposed. Unfortunately, the picture that has emerged so
far is very confusing with several overlapping terms introduced that contribute to a
ballooning terminology. It does not help of course that the problem is being actively
addressed by two large and distinct communities: the Internet community and the
cellular/PCN community with each group favoring its own terminology. The objec-
tive of this paper is to offer a general and hopefully a simplifying view of location
management. We will try to explain a number of different approaches to location
management using a small set of simple terms. We will show differences and similari-
ties between different methods and generally discuss the most important performance
parameters. We will also discuss future research directions.

1 INTRODUCTION

Location management is one the most fundamental problems facing mobile net-
working today. In this paper, we present an overview of location management
schemes with an emphasis on the basic approaches used in cellular networks
and the Internet. We will assume a general cellular architecture, where the
system is viewed as a collection of cells, as discussed in the chapter 1. The
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physical location of a mobile user is defined as the cell or the Mobile Support
Station (MSS) under which the user currently resides. The coverage of a cell
varies from a few miles, as in the current cellular networks, to a few meters, as
proposed for the future Personal Communications Network (PCN). Addition-
ally, each network user has a unique identity such as ID number (e.g., social
security number), IP address, or terminal equipment number that enables the
network to identify the user. This forms the logical identifier of a user.

The mapping between the logical identifier of a user and his physical location
is called binding. If binding does not depend on time and is fixed, then the
problem of routing information to the recipient can be done using standard
routing techniques.! The need for location management occurs when binding
changes over time.

As we have mentioned before, location management is actively studied in two
different environments: the Internet environment and the cellular telephony
environment. The Internet oriented work stems from the efforts of the Mo-
bileIP working group[15]. Work on MobileIP schemes deals with connection-
less, packet oriented communication, while the cellular/PCN work deals with
a connection oriented environment which typical for voice applications. In
the cellular/PCN context the location of the recipient of a call is determined
during the call set up (connection setup). Once the location of the recipient
is established. the path of the route is fixed. In the Internet, initial packets
sent to a mobile host may not be “aware” of the current location and hence
take a detour, while subsequent packets may be routed in a more optimal way
when the location is determined. There is no separation of location manage-
ment and connection management in MobileIP, while such separation exists in
cellular/PCN solutions.

The structure of cellular/PCN networks is typically hierarchical with a hierar-
chy of location servers situated “above” the MSS (base stations) Figure 1. The
Internet does not typically conform to a hierarchical topology.?

Finally, in terms of actual experience, there is a huge discrepancy between the
use of MobileIP and the use of location management schemes in cellular tele-
phone networks. The cellular telephone system has been in operation for a
number of years, with millions of mobile cellular phone users across the coun-
try. On the other hand, there are only “anecdotal” mobile user experiences

!These include either IP routing or call set up methods used in standard telephone
networks

2However, there has been a proposal to introduce border routers to handled location
updates in Mobile IP[1]
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in Internet®. There has been simply no practical experience with MobileIP
proposals involving massive numbers of users, due to the lack of appropri-
ate infrastructure supporting wireless and mobile data communication today.
Moreover, as we elaborate later, there has been very little work reported on
modeling performance of MobileIP proposals. Thus, one should treat the work
on MobilelP as still being in its embryonic form.

One should also point out the fundamental philosophical difference that exists
between the Internet and cellular/PCN communities. The Internet community
essentially believes that the fixed network is “free” both in terms of bandwidth
{which eventually will be unlimited) as well as switching costs. Hence, Internet
based solutions typically express little concern over the actual network costs
of location management. The Cellular/PCN community, on the other hand, is
quite concerned about both switching cost and bandwidth overhead of location
management on the fixed network[12]. While the optimistic predictions about
the Internet may eventually turn out to be true, MobileIP researchers have
yet to face the real world challenges of user mobility. Acceptable location
management solutions should support massive numbers of users crossing the
Lincoln tunnel during rush hour (at 4 P.M.}, and not just a few professors and
students moving between different campuses of a university!

The key problem of location management is maintaining the binding between
the logical identifier and the physical location of the user. The following are
the key issues:

m  Where is the binding stored?
®  Who is responsible for keeping the binding up to date?

= What happens if the binding is not available or is outdated?

The term location directory usually describes the directory used for storing
this binding information. Storing the location directory faces typical dilemmas
of distributed access: should the location directory be stored centrally or be
distributed? Should the replication be dynamic or static? Solutions include
maintaining one centralized location directory, a set of home directories stored
at each user’s home location (distributed without being replicated) and even
location directories that are replicated[5, 15].

The responsibility of keeping the binding information up to date can fall either
on the mobile user, who will send location updates to the location directory,

3This refers to early Columbia MobijlelP users.
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or on the sender, who may poll the user’s location and update the location
directory accordingly. This issue is strongly related to the resolution of another
question: what happens when the location directory is not up to date? Two
basic choices include declaring failure or performing search in order to determine
the actual user location. Additionally, a combination of search and directory
lookup can be used, as described in [14]. Below, we review some of the existing
location management solutions starting with proposals for handling mobility
in the Internet.

2 LOCATION MANAGEMENT IN THE
INTERNET

Below, we establish a basic framework for location management inspired by the
recent terminology used by Internet Engineering Task Force (IETF). We will
subsequently use this framework to explain some of the existing MobileIP and
cellular solutions. In the Internet, the identity of a user (IP address) normally
reflects the physical location. This correspondence is obviously lost for mobile
users. The problem of location management in the Internet is maintaining this
correspondence for mobile users.

2.1 Sony’s Virtual IP Proposal:

In this proposal[5, 6, 7], every mobile host has a virtual address and a physical
address identified by the tuple <VN, PN>. The virtual address, indicated by
the VN part of the binding, is the permanent address of the mobile host. The
physical address, indicated by the PN part of the binding, is acquired by the
mobile host when it moves to a new network and stays the same as long as
the host stays with in the same network. The physical address and the virtual
address are identical for a host attached to the home network or if the physical
address of the host is unknown.

The binding for mobile hosts is maintained at the home gateway of the mobile
host. Binding is updated by the mobile whenever it obtains a new physical
address. To send a packet, the sender uses the virtual address of the target
host and thus normal IP routing suffice to relay the packets to the home gate-
way. The location directory at the home gateway is then used to determine the
current physical address. If the binding information in the location directory
indicates a PN that is different from VN, the packets are stamped with the
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MH

MH  Mobile host
LD Location directory

“ Sender has no binding information, sends packets to home network

Home network forwards with PN = current address
—————— On a move, MH informs home gateway of new address, home redirects

Senders and intermediate gateways can cache binding information and
send packets directly with PN = current address of MH

Figure 2 Location management in SONY VIP proposal

current PN and forwarded to the destination network of the mobile host. Fig-
ure 2 is a schematic that depicts various paths taken by packets under SONY's
scheme.

Intermediate gateways that forward location updates directed from the mobile
host to the home gateway can cache the binding as well. In this manner, binding
information gets propagated to parts of the network that need information to
route the packets to the mobile host. Once the binding information is available
at a given location, the packets from that location to the mobile hosts are
routed directly without having to go to the home gateway. Unlike the bindings
in the home gateway, bindings in the intermediate gateways periodically expire
or get invalidated by special location management packets.

To summarize, the SONY scheme stores binding at the home location of the
given user and also replicates it dynamically along the route from the sender
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to the target host. Notice that the physical location of the user in this scheme
is not necessarily defined as the current cell but rather as the temporary IP
address. This address need not correspond to the current cell or MSS.

2.2 1IBM Proposal

In this scheme[18], the physical location of the mobile host is defined as the
current cell or, more precisely, as the IP address of its base station - MSS. The
logical identifier is still the (permanent) IP address of the mobile user. The
binding is defined as the mapping between the permanent IP address of the
mobile host and the IP address of the current MSS. In this scheme the physical
location corresponds to the IP address of the current MSS where as in the
Sony scheme it is an acquired temporary IP address. Another difference is in
how caching is done;in the Sony scheme, the binding information is cached by
routers in the network while in IBM scheme, the binding information is cached
by the senders. None of the two schemes uses search when binding information
is not available or obsolete. Packets are simply dropped in this case.

The binding is kept in a location directory which is stored at the home gate-
way of the mobile host. Loose source routing (LSR option) is used for actual
redirection of packets sent originally to the home gateway of the mobile host.
When a sender uses the IP address of the target host, normal routing relays the
packets to the mobile host’s home gateway. The binding stored at the home
gateway is then used to redirect. This is done by inserting the IP address of
the mobile host’s current MSS as the first hop in the LSR option.

Since a mobile host can also use redirection (LSR option) and reply to the
sender, the current binding can be cached by the sender. Updating the binding
information, as in Sony’s VIP scheme, is the responsibility of the mobile host.
A location update is sent every time the mobile host registers with a new MSS.
Binding information is further replicated in the network via any reply packets
received from the mobile host by its correspondent (sending) hosts. Figure 3 is
a schematic that depicts various paths taken by packets under the IBM scheme.

2.3 Columbia Proposal

In this scheme[8], binding, relationship between the logical identity of the user
and the physical location, is defined as in the IBM scheme. However, there
is no concept of a home location directory. Rather, the location directory is
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MH  Mobile host
LD Location directory

“ 7 Sender has no binding information, sends packets to home network
- - Home MSS using LSR option redirects packets to current MSS

--------- MSS has no binding, return it to Home MSS

—————— MH updates Home MSS; Home MSS using LSR option redirects to new MSS
“o- 0 Sender has binding information (use LSR option to send directly)

Figure 3 Location management in IBM proposal
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maintained at several Mobile Support Stations (MSS) which cover the mobile
subnet within a campus. MSSs advertise reachability to the mobile subnet and
normal IP routing forwards the packets to one of several MSSs that constitutes
the mobile subnet. The location directory at the MSS is then used to determine
the MSS with which the mobile host is currently registered. The MSS that
receives a packet encapsulates the packet with the IP address of the current
MSS as the destination. This packet called the IP within IP packet is routed to
the destination MSS. The destination MSS on receiving the packet decapsulates
the TP within IP packet and forwards the inner packet to the mobile host.

When a mobile host moves and registers with a new MSS, it is his responsibility
to inform the new MSS about its previous MSS. The new MSS then sends a
forward pointer to the old MSS. The previous (old) MSS not only forwards
any packets wrongly routed to it but also sends a message (sender redirect)
to the MSS that wrongly forwarded the packet. This sender redirect message
enables the MSS with stale binding to update the location directory with the
new binding. It is also possible that a given MSS may not have any binding
information for a particular mobile host. In this case, the MSS resorts to search;
i.e., sends a message to all MSSs to check if the MH is registered. The MSS with
which the MH is registered responds. This enables the MSS which initiated the
search to insert a new entry in the location directory. Thus, Columbia Mobile
IP scheme is unique in that it resorts to search as well as a directory look up to
locate a mobile host. The binding information stored at the MSSs periodically
expires unless it is refreshed by a packet or by the explicit search mechanism.
Senders and intermediate gateways do not cache binding information.

In the case of Columbia MobileIlP proposal, moves are classified as intra-campus
moves and inter-campus moves. For the intra-campus moves, the logical identi-
fier of the mobile host remains the same and only the binding (the current MSS
with which a particular mobile host has registered) changes. For intercampus
moves, the logical identifier of the mobile host changes and the mobile host ac-
quires a new temporary address known as the nonce address. Packets are sent
first to the home network of the recipient. The Home MSS then tunnels the
packet to the foreign network(FN) using the new identity for the mobile host
or the nonce address. Thus, it is possible for packets originating from a mobile
host MH1 in a foreign network FN to another mobile host MH2 attached to
the same network as MH1 to traverse to the home MSS of MH2 and then come
back to the FN. Similarly, the reply packets from MH2 go to the home MSR of
MH1 and are then tunneled back to the FN to which MH1 is attached.

Summarizing, in Columbia MobilelP proposal, there is no concept of a home
location directory. Instead, a set of MSSs maintain the binding information. If
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MH

MH  Mobile host

LD Location directory
Sender has no binding information, sends packets to home network

MSS receiving the packet forwards to current MSS
On a move, new MSS informs old MSS, old MSS forwards packets

Old MSS sends redirect to source MSS
Source MSS forwards subsequent packets to new MSS

Figure 4 Location management in Columbia MobileIP proposal
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binding information is not valid, search is used by the MSSs to find the up to
date binding. Finally, the logical identity of the mobile user is local only to his
campus and changes for intercampus, wide area moves. Figure 4 is a schematic
that depicts various paths taken by packets under the IBM scheme.

2.4 IETF proposal

The definition of binding in the IETF proposal is the same as in the previ-
ously discussed MobileIP proposals. In the basic IETF proposal, each mobile
host belongs to a home network and is assigned a home agent. The home
agent is responsible for maintaining information about the current location of
the mobile host and tunneling packets to that location. When a mobile host
moves to a new network (called the foreign network), it can either acquire a
temporary IP address (change identity) or the mobile host can register with
a foreign agent {maintain identity). The basic IETF protocol allows for both
these possibilities. The temporary address or the IP address of the foreign agent
is known as the care-of-address and the home agent keeps track of the mobile
host’s care-of-address. The problem of location management is to maintain
the mapping between the permanent address or identity and either the current
care-of-address or the IP address of the foreign agent with which the mobile
host has registered. The bindings in the location directory are of the form <IP,
care-of-address>.

When a mobile host moves, either it registers with a new foreign agent or
obtains a care-of-address (acquired locally through DHCP). When a mobile host
registers with a foreign agent, the foreign agent sends the binding information
<IP, IP address of foreign agent> to the home agent. The home agent inserts
this binding information in the location directory. When a mobile host acquires
a new care-of-address as opposed to registering with a foreign agent, the mobile
host sends the binding information <IP, care-of-address> directly to the home
agent. The binding information stored at the home agent periodically expires
unless it is refreshed by the mobile host by re-registration. The lifetime of the
registration is negotiated during registration and it is the responsibility of the
mobile host to re-register before the binding expires.

Packets from a sender to a mobile host are initially routed to the home agent
as the only known identity of the mobile host is an address that belongs to
the home network. The binding information at the home agent is then used
to tunnel the packets either to the foreign agent or directly to the mobile host
using the care-of-address. In the latter, the mobile host acts as its own foreign
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Figure 5 Location management in IETF proposal

agent. For proper location management, every time the mobile host registers
with a new foreign agent or acquires a new address, updates to the binding
have to be sent to the home agent. Figure 5 is a schematic that depicts various
paths taken by packets under the IBM scheme.

There are a number of extensions to the basic IETF proposal that are being
explored. These include route optimization and the use of cache agents. Route
optimization allows a source to cache the binding information and tunnel pack-
ets directly to the mobile host. Cache agents (similar to the special gateways
of Sony proposal) are allowed to store binding information and tunnel packets
directly to the current location of the mobile host. The problem of how to
maintain cache consistency, who should update the cache entries and on what
basis should the updates be propagated are still being investigated.

The work on MobilelP is still in progress. So far little attention has been
paid to issues of performance. In fact, there does not even exist a agreed
upon performance model. There is very little experimental or simulation data.
Particularly, it is not even clear how the different methods or the eventual
MobilelP standard will scale to millions of users making wide area moves.
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Binding Where is it | How How is consis-
Information stored? is binding infor- | tency
mation used? maintained?
<VN, PN> at home gate- | Use PN to | Explicit delete,
way, source, and | route, or when incon-
intermediate Normally PN = | sistency of map-
gateways VN, when away | ping is detected
PN reflects cur-
rent location
<IP, IP of | at home MR, | Use IP of MSR | Explicit update
MSS> source as a loose source
route
Columbia | <IP, IP of | at MSRs of the | Encapsulate us- | Timer ex-
MSS> mobile subnet ing IP of MSR piry and sender
redirect
<IP, care-of- | at home agent Encapsulate us- | Timeout and
address> ing reregistration
care-of-address
or <IP, IP of | at home agent | Encapsulate us-
foreign and at foreign | ing IP of foreign
agent> agent agent

Table 1 Comparison of location management in MobileIP proposals

Some argue that it is premature to talk about standard solutions when no
real infrastructure exists and no experience is reported. We will discuss the
performance issues and some of our concerns in more details later in the paper.

3 LOCATION MANAGEMENT IN
CELLULAR TELEPHONE NETWORKS
AND IN PCN

As we pointed out before, one of the main distinctions between cellular networks
and Internet is that the cellular network services are connection oriented and
the network has a hierarchical topology. Below, we briefly review location
management schemes in the American Mobile Phone System (AMPS), Cellular
Digital Packet Data (CDPD), and finally, proposals for the future Personal
Communication Network (PCN).
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Location management in AMPS

AMPS system configuration, for all practical purposes, is similar to the one
discussed at the beginning of the paper. Currently, the average size of a cell is
of the order of 1-2 miles in diameter[13]. Several base stations are connected to a
switch also known as the Mobile Telephone Switching Office (MTSO). MTSOs
are interconnected and connected to a public switched telephone network as
well.

The logical identifier of the subscriber is defined by a unique terminal equipment
number assigned to the cellular phone. As soon as the phone is turned on, it
is registered with the MTSO for that area.

In order to find the location of the callee, base stations within the home area, (
home MTSOQ) are paged for the terminal equipment number. The appropriate
cell then responds completing the connection establishment. Thus, the initial
set up is based on search that may involve potentially a large number of base
stations. As the mobile user moves from one base station to another, any active
connection is automatically handed over to the new base station. If no call is in
progress, no updates are needed for cell crossing. However, if the mobile user
moves to a new area, then it has to re-register with a new MTSOQ. This process
is called roaming and is still user initiated rather than being automated by the
switching network. The new MSTO, then informs the home MSTO about the
new location of the user.

Location management in CDPD

In CDPD, the mobile unit (called the mobile end system (MES)) communicates
with a base station (known as mobile data base station (MDBS)). Several
MDBS:s are connected to a MDIS (mobile data intermediate system)[17].

The identity of the subscriber is defined by a unique terminal equipment number
or an IP address assigned by the MDIS. As soon as the MES is turned on,
the MES is registered with the MDIS for that area. Packets to the MES
are first routed to the MDIS which in turn routes them to the MES via the
current MDBS. As the mobile users move from one base station to another,
the connection is automatically handed over to the new base station. Unlike in
cellular telephony, where the base station is responsible for handoff, in CDPD,
the MES initiates the handoff. When a mobile user moves to a new MDIS, it
has to re-register with the new MDIS and the appropriate forwarding of packets
from the old MDIS to the new one is provided.
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Notice, that both AMPS and CDPD use a general concept of a “home agent”
although, admittedly, in a rather primitive form. Additionally, CDPD uses the
two-level hierarchical network topology. The advantages of hierarchical location
management are further explored in the PCN proposals as described below.

Location management in PCN

The future Personal Communication Network is expected to have a high density
of mobile subscribers moving across possibly very small cells (picocells). A
central database will be very inefficient to handle the high volume of database
traffic due to location updates. Similarly, searching for a user by paging all
the base stations will not scale with number of base stations and the number
of users. Hence, most of the architectures proposed for PCN including GSM
(Global System for Mobile Telecommunications, chosen for PCN in Europe) use
a set of databases that are distributed in a hierarchical network[2]. There are
two basic databases called HLR (Home Location Register) and VLR (Visitor
Location register) which store the location information of the mobile users.
The HLR plays a role similar to that of the home agent in Mobile IP and VLR
plays a role similar to that of the foreign agent in Mobile IP. A user who wants
to register away from his home area has to register with the VLR and the VLR
updates the HLR. A pointer to this VLR is maintained at the HLR to route
incoming calls. Thus, the HLR has to be informed when the user registers
with a new VLR. When a user enters a new location area, it registers in the
VLR of the new location area and deregisters from the VLR of the old location
area. With VLRs and HLRs, a more directed search for a mobile user can be
initiated by paging just the base stations under the home database (HLR) or
visitor database (VLR).

Several location management methods have been proposed for the PCN to
take advantage of the hierarchical topology of the network. In this multilevel
structure, leaves correspond to base stations (MSS) and the higher level nodes
represent location servers. Instead of sending location updates on every move
(crossing a base station), location updates are sent only when the mobile termi-
nal enters a region covered by a different location server. Thus, these methods
deliberately leave a (controlled) level of uncertainty about the user’s exact lo-
cation. The imprecision is eventually eliminated by different types of locating
algorithms or search strategies.

The two important decisions for a search strategy in the PCN are: i) where
to begin the search and ii) how to progress? Depending upon these decisions,
there are three general schemes described in [16].
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1. Flat: this is an extreme approach. Starting from the root of the location
server hierarchy, the entire network is searched. However, the search pro-
cess is highly parallel as search at each level can be conducted concurrently.
The latency of the search (time taken to locate) is equal to the height of
the tree and the cost is equal to the number of children for the root.

2. Ezpanding: this is an incremental approach. First, the home location
server is queried. If the user is not located here, then the parent of the
home location server is queried, which in turn queries all its children and
so on. Thus at each step, more number of location servers are queried
until the user’s current location server is found or all the location servers
are queried. Since the search is done progressively, on an average, a fewer
number of location servers are queried. The latency, however, is high
because the search is carried out level by level in a sequential manner.

3. Hybrid: here also, the home location server is queried first. If the user is
not found, then the parent of the home location server (in [16] a random
location server is picked) initiates a search of all its children (except the
home location server). If the desired user is not found here as well (within
the vicinity of the home location server) then the search is initiated from
the root, resulting in searching the entire network. The hybrid scheme can
locate quickly the type of users who when not at the home location server
happen to be found far away from it.

The question of how to locate users in PCN is also addressed in [14]. Here a
hierarchical architecture based on the metropolitan area network (MAN) with
four levels of databases is considered. At the lowest level there is a LAN of
base stations. The other three levels are: access MAN, backbone MAN, and
metropolitan MAN. The root is the metropolitan area (MA) database. There
can be several metropolitan areas connected by a central office. Each subscriber
has a home access MAN and when the user is outside the home MA, the home
access MAN has a pointer to the general location of the user. To locate a callee,
a ripple search scheme is proposed. Search always proceeds in a sequence of
steps involving databases on different levels of the hierarchy. First, the search
is confined to the hierarchy of the caller’s local MA, and then directed to the
caller’s home MA. If this search sequence fails to locate the callee, only then is
the directory database searched. The directory database contains information
about the home access MAN for every user. Hence, this database is huge and
access to it will be expensive. Once the home access MAN is found, the user
can always be located. This scheme is based on the principle of call localization
—“callee is located close to the caller.”
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Other strategies for locating mobile users have been proposed in [3, 14]. Auer-
bach and Peleg [3] provide a general formal model for tracking mobile users.
Their strategy is based on a hierarchy of regional directories, where each direc-
tory is based on a decomposition of the network into regions. On a move, only
nearby directories are updated to point directly to the new address. In order
to provide access to users who use remote directories, a forwarding pointer is
left at the previous location, directing the search to the new location.

4 PERFORMANCE ISSUES

In this section we address performance evaluation of location management
schemes. This is a complex problem because it involves several parameters.

In general, the aim of the location management is to minimize the overhead on
the network traffic. This additional traffic is generated by location updates and
associated control messages (such as pointer redirection etc.). Search messages
also contribute to additional network traffic. To evaluate costs incurred in loca-
tion management, two distinct environments that have to be treated differently
are: the wireless environment between the mobile terminal and the local MSS,
and the fixed network environment between the MSS and the final destination.
The resources of the wireless link are definitely more precious than those of
fixed network. Thus, it is important to reduce the size of the control packets
which are transmitted on the wireless uplink channels by the mobile terminals.
An additional constraint that plays an important role here is energy, since the
uplink transmissions can be energy consuming. Thus, minimizing the number
of location updates is important also from the perspective of saving energy.

The study reported in [12] analyzes the projected impact of location updates
on the network traffic for the PCN. The extensive simulations in {12} show that
the solutions based on VLR and HLR will not scale well when the number
of mobile users will increase by an order of magnitude and when voice and
data services will be provided. It is concluded that if location updates were
to occur on each cell crossing, the resulting signaling load would have a major
impact on the load of the network. This additional signaling traffic on the SS7
signaling system (capacity of 56kbps) is expected to be 4-11 times greater for
cellular than for ISDN and 3-4 times greater for PCN than for cellular[12]. The
signaling load due to updating alone contributes 70% additional load. Thus,
location update will become a major bottleneck at the switches (such as SS7)
and mechanisms to control the cost of location updates are needed.
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On the other hand. saving on location updates contributes to increased cost due
to network search. Whenever the location of a user is unknown, the network
has to perform a search. Host mobility may further contribute to packet loss in
the case when a foreign agent does not have an entry for the mobile destination
host. Packets may suffer from additional latency as they may be redirected to
the home agent, which then sends it to the new foreign agent. In an experiment
conducted on our wireless testbed which consisted of three MSSs* running
Columbia Mobile IP, we found that the round trip delay for a packet from
a mobile host to a fixed host and back was about 15 msec when the cache
was valid and about 70 msec when a search was needed (when the cache has
expired). While the search is in progress. any packets received at a MSS are
dropped when the router does not have a valid entry to forward a packet. To
determine the number of packets lost when the search is in progress, a sequence
of packets was sent to an echo server running on the mobile, and the sequence
number of the first packet to return was determined. With a expired cache, the
first packet to return had a sequence number of 4 or 5. Thus, when the search
was in progress, 3 to 4 packets were lost. In these experiments, packets were
sent every 10 msec.

In general, the ratio of the search cost to the location update cost will influence
the choice of the location management scheme. For example, in environments
where search is very expensive, methods with frequent location updates will be
favored. If the reverse is true, then schemes that perform search often will be
prefered. Latency incurred in mobile networks is yet another important factor.
How long does it take to establish a connection or send the first packet to a
mobile host? If latency should be minimized then there should be minimal
network search. Thus, methods with frequent location updates will be favored.
The particular policy to be used will also be influenced by the relative frequency
with which a particular user is “called” or sent messages. This depends on the
usage profile and is discussed in more details in the next section.

Other performance parameters to consider include total size of the cache space
which is necessary at routers. The number of database transactions per unit
of time, necessary to update locations in location directories is also important.
The large number of location updating transactions could be a limiting factor
depending on how many concurrent transactions a database server can handle.
Location management methods which “too eagerly” lose packets by giving up
on finding a mobile host {for example, by not performing network search, in
case there is no accurate binding information) can have a very negative ef-
fect on transport layer protocols[4]. Packet loss will contribute to decreasing

4All of them were 33 MHz 386 PC-ATs
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throughput®. Lack of exact location information may result in non-optimal
routing of packets. As the location information is updated, packets may tra-
verse along a more optimal route. Thus, mobility affects the round trip delay of
packets. This, in turn, may result in spurious retransmissions at the transport
layer. Also. applications that are designed to handle a particular loss rate may
fail if this expected loss rate is exceeded due to dropped packets for lack of
exact location information.

It is important to perform simulation studies and eventually real experiments
with various mobile IP location management schemes to measure their per-
formance. In particular, the impact of location updates has to be carefully
evaluated for different MobileIP proposals.

In the next section we describe how location management schemes can benefit
from incorporating mobility profiles of users.

5 FUTURE: ADAPTIVE LOCATION
MANAGEMENT

Location management can greatly benefit from the knowledge of user mobility
patterns, namely from:

m  Knowing where the receivers are

This information describes locations where a given user is most likely to be
found at a given time. Notice that the mobility patterns are very effectively
used by humans today - we usually know (have a “built in” heuristic) when
a callee is most likely to be found at home, and when s/he is expected to be
at work. This information affects the order in which we attempt to contact
a callee. We would like these functions to be performed automatically by
the network rather than by a user.

s Knowing where the usual senders are: spatial distribution of the likely
callers.

This information helps in deciding how to distribute the location informa-
tion about a particular user. The general rule should be to inform the
most likely callers (senders) most often about location changes. The set of
callers to inform can be determined by the cost of traffic generated by the

5Also it may unnecessarily trigger the exponential backoff feature of the TCP
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need to send location updates relative to the cost of establishing a con-
nection without knowing the callee’s location[19]. A caller that makes a
lot of calls to a mobile user should be informed about the current location
to reduce the overall cost due to location management. If user’s mobility
pattern is known, the best idea is to inform only upon ezceptional moves.

Other solutions involve adaptively reducing the number of location updates
by not informing about every single change in location but rather maintaining
incomplete information about the location of the user. But when should we
inform? The answer depends on the mobility profile of the user:

Example

Figure 6 shows a hypothetical daily routine of a commuter who drives between
the work and home areas once a day and moves within each of the areas as
well. The following options can be considered:

1. The network has to page (page is the term used for broadcasting the ad-
dress of the user in order to find him) the commuter across both work and
home areas every time a call (message) is made (sent) to the commuter.

The cost would be 7 paging messages per call since there are 7 base stations
in the two areas.

2. The commuter informs the network every time he moves between any two
locations.

The cost would be 8 updates for work moves (assuming a 8 hour stay in
the campus area) and 8 updates for home moves (assuming a 16 hour stay
in the home area). The cost of a call would be 1 paging message.

3. The commuter informs the network only when he moves from the campus
area to home and back.

The cost would be 2 updates, 1 for each crossing and the call cost is either
3 or 4 paging messages depending on commuter’s location at the time of
the call.

It is clear that the last strategy, assuming the mobility pattern just described,
is superior to the first and second strategies®. In general, any given user could
have a partition associated with his profile to reduce the overall volume of

6 Assuming that the paging cost and the update cost are the same



Location Management 149

HOME CAMPUS
1/day
0.5/h i/h

1/day

1 move per Hr
1 move per 2 Hrs

Figure 6 User Profile

messages (including paging messages and location updates). Partitions can be
defined both at the the global and local level. At the global level, partitions
will consist of location servers. At the local level, partitions will consist of base
stations. In our example we have assumed that both home and campus areas
are located under a common location server. Therefore, the partitions described
here are local. If, campus and home areas were located under different location
servers, then the partition described in the example would be considered global.

In [10], we provide a more extensive discussion and experimental results demon-
strating usefulness of partitions. In particular, given the mobility pattern of a
user, we show how to come up with an “optimal” partition with respect to the
overall cost of messages.

Another important characteristic of the user is what we term the call to mobility
ratio”. The call to mobility ratio is computed by dividing the average number
of calls made to the user by the average number of cell crossings, the user makes
in a given period of time. Two possible strategies can be applied to locate users:
paging (page all the base stations under a location server) or pointer forwarding
(contacting a known base station and then following pointers that are updated
by the moving user). Which among the two is better depends on the ratio
between the number of calls and the number of moves made by the user. For low
call to mobility ratios, the paging scheme is beneficial compared to the pointer
forwarding scheme. Indeed, if the user is not called often, then he unnecessarily
pays for location updates (pointer updates). The pointer forwarding scheme

7This discussion assumes the connection oriented, cellular model but can be restated for
the connection free environment by replacing the “call” by a “message.”
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becomes beneficial for high call to mobility ratios. In such a case, the cost
of location updates is “amortized” over the large number of calls - virtually
eliminating all search cost in this case.

This short discussion clearly demonstrates that there is no single “optimal” lo-
cation strategy for all users. For example, depending on the call/mobility ratio,
either the paging or pointer forwarding method will be beneficial for a given
user. Similarly, different users will be associated with different partitions, lead-
ing to different location update strategies. Since mobility is clearly a function
of time, more sophisticated schemes will involve time-dependent characteristics
of the profiles.

6 CONCLUSIONS

The objective of this paper was to offer a general, and hopefully simplifying,
view of location management in cellular telephone networks and in the Internet.
We have explained a number of different approaches to location management
using a small set of simple terms. We have shown differences and similarities be-
tween different methods. Finally we have discussed informally the performance
issues with a discussion of future research directions in location management.
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ABSTRACT

An ad hoc network is a collection of wireless mobile hosts forming a temporary network
without the aid of any established infrastructure or centralized administration. In
such an environment, it may be necessary for one mobile host to enlist the aid of
other hosts in forwarding a packet to its destination, due to the limited range of each
mobile host’s wireless transmissions. This paper presents a protocol for routing in
ad hoc networks that uses dynamic source routing. The protocol adapts quickly to
routing changes when host movement is frequent, yet requires little or no overhead
during periods in which hosts move less frequently. Based on results from a packet-
level simulation of mobile hosts operating in an ad hoc network, the protocol performs
well over a variety of environmental conditions such as host density and movement
rates. For all but the highest rates of host movement simulated, the overhead of the
protocol is quite low, falling to just 1% of total data packets transmitted for moderate
movement rates in a network of 24 mobile hosts. In all cases, the difference in length
between the routes used and the optimal route lengths is negligible, and in most cases,
route lengths are on average within a factor of 1.01 of optimal.

1 INTRODUCTION

Mobile hosts and wireless networking hardware are becoming widely available,
and extensive work has been done recently in integrating these elements into
traditional networks such as the Internet. Oftentimes, however, mobile users
will want to communicate in situations in which no fixed wired infrastructure
such as this is available, either because it may not be economically practical
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Figure 1 A simple ad hoc network of three wireless mobile hosts

or physically possible to provide the necessary infrastructure or because the
expediency of the situation does not permit its installation. For example, a
class of students may need to interact during a lecture, friends or business
associates may run into each other in an airport terminal and wish to share
files, or a group of emergency rescue workers may need to be quickly deployed
after an earthquake or flood. In such situations, a collection of mobile hosts
with wireless network interfaces may form a temporary network without the
aid of any established infrastructure or centralized administration. This type
of wireless network is known as an ad hoc network.

If only two hosts, located closely together, are involved in the ad hoc network,
no real routing protocol or routing decisions are necessary. In many ad hoc
networks, though, two hosts that want to communicate may not be within
wireless transmission range of each other, but could communicate if other hosts
between them also participating in the ad hoc network are willing to forward
packets for them. For example, in the network illustrated in Figure 1, mobile
host C is not within the range of host A’s wireless transmitter (indicated by
the circle around A4) and host 4 is not within the range of host C’s wireless
transmitter. If A and C wish to exchange packets, they may in this case
enlist the services of host B to forward packets for them, since B is within the
overlap between A’s range and C’s range. Indeed, the routing problem in a real
ad hoc network may be more complicated than this example suggests, due to
the inherent nonuniform propagation characteristics of wireless transmissions
and due to the possibility that any or all of the hosts involved may move at
any time.
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Routing protocols in conventional wired networks generally use either distance
vector or link state routing algorithms, both of which require periodic routing
advertisements to be broadcast by each router. In distance vector routing [9,
17, 26, 27, 29|, each router broadcasts to each of its neighbor routers its view
of the distance to all hosts, and each router computes the shortest path to
each host based on the information advertised by each of its neighbors. In link
state routing [10, 16, 18], each router instead broadcasts to all other routers
in the network its view of the status of each of its adjacent network links, and
each router then computes the shortest distance to each host based on the
complete picture of the network formed from the most recent link information
from all routers. In addition to its use in wired networks, the basic distance
vector algorithm has also been adapted for routing in wireless ad hoc networks,
essentially treating each mobile host as a router [11, 19, 25].

This paper describes the design and performance of a routing protocol for
ad hoc networks that instead uses dynamic source routing of packets between
hosts that want to communicate. Source routing is a routing technique in
which the sender of a packet determines the complete sequence of nodes through
which to forward the packet; the sender explicitly lists this route in the packet’s
header, identifying each forwarding “hop” by the address of the next node to
which to transmit the packet on its way to the destination host. Source routing
has been used in a number of contexts for routing in wired networks, using either
statically defined or dynamically constructed source routes [4, 5, 12, 20, 22, 28],
and has been used with statically configured routes in the Tucson Amateur
Packet Radio (TAPR) work for routing in a wireless network [14]. The proto-
col presented here is explicitly designed for use in the wireless environment of
an ad hoc network. There are no periodic router advertisements in the protocol.
Instead, when a host needs a route to another host, it dynamically determines
one based on cached information and on the results of a route discovery proto-
col.

We believe our dynamic source routing protocol offers a number of poten-
tial advantages over conventional routing protocols such as distance vector in
an ad hoc network. First, unlike conventional routing protocols, our proto-
col uses no periodic routing advertisement messages, thereby reducing network
bandwidth overhead, particularly during periods when little or no significant
host movement is taking place. Battery power is also conserved on the mobile
hosts, both by not sending the advertisements and by not needing to receive
them (since a host could otherwise reduce its power usage by putting itself
into “sleep” or “standby” mode when not busy with other tasks). Distance
vector and link state routing, on the other hand, must continue to send adver-
tisements even when nothing changes, so that other mobile hosts will continue
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to consider those routes or network links as valid. In addition, many of the
“links” between routers seen by the routing algorithm may be redundant [11].
Wired networks are usually explicitly configured to have only one (or a small
number) of routers connecting any two networks, but there are no explicit links
in an ad hoc network. and all communication is by broadcast transmissions.
The redundant paths in a wireless environment unnecessarily increase the size
of routing updates that must be sent over the network, and increase the CPU
overhead required to process each update and to compute new routes.

In addition, conventional routing protocols based on link state or distance vec-
tor algorithms may compute some routes that do not work. In a wireless en-
vironment, network transmission between two hosts does not necessarily work
equally well in both directions, due to differing propagation or interference pat-
terns around the two hosts [1, 15]. For example, with distance vector routing,
even though a host may receive a routing advertisement from another mobile
host, packets it might then transmit back to that host for forwarding may not
be able to reach it. Our protocol does not require transmissions between hosts
to work bidirectionally, although we do make use of it when afforded, for ex-
ample, by MAC-level protocols such as MACA [13] or MACAW [2] that ensure
it.

Finally, conventional routing protocols are not designed for the type of dynamic
topology changes that may be present in ad hoc networks. In conventional net-
works, links between routers occasionally go down or come up, and sometimes
the cost of a link may change due to congestion, but routers do not generally
move around dynamically. In an environment with mobile hosts as routers,
though, convergence to new, stable routes after such dynamic changes in net-
work topology may be slow, particularly with distance vector algorithms [20].
Our dynamic source routing protocol is able to adapt quickly to changes such
as host movement, yet requires no routing protocol overhead during periods in
which such changes do not occur.

Section 2 of this paper details our assumptions about the network and the
mobile hosts. The basic operation of our dynamic source routing protocol is
described in Section 3, and optimizations to this basic operation are described in
Section 4. In Section 5, we present a preliminary evaluation of the performance
of our protocol, based on a packet-level simulation. In Section 6, we discuss
related protocols for wireless network routing and for source routing, and in
Section 7, we present conclusions and future work.
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2 ASSUMPTIONS

We assume that all hosts wishing to communicate with other hosts within the
ad hoc network are willing to participate fully in the protocols of the network.
In particular, each host participating in the network should also be willing to
forward packets for other hosts in the network.

We refer to the number of hops necessary for a packet to reach from any host
located at one extreme edge of the network to another host located at the
opposite extreme, as the diameter of the network. For example, the diameter
of the ad hoc network depicted in Figure 1 is two. We assume that the diameter
of an ad hoc network will be small but may often be greater than one.

Hosts within the ad hoc network may move at any time without notice, but we
assume that the speed with which hosts move is moderate with respect to the
packet transmission latency and wireless transmission range of the particular
underlying network hardware in use. In particular, we assume that hosts do
not continuously move so rapidly as to make the flooding of every packet the
only possible routing protocol.

We assume that hosts can enable a promiscuous receive mode on their wire-
less network interface hardware, causing the hardware to deliver every received
packet to the network driver software without filtering based on destination
address. Although we do not require this facility, it is common in current LAN
hardware for broadcast media including wireless, and some of our optimiza-
tions take advantage of it. Use of promiscuous mode does increase the software
overhead on the CPU, but we believe that wireless network speeds are more
the inherent limiting factor to performance in current and future systems. We
believe that portions of the protocol are also suitable for implementation di-
rectly in hardware or within a programmable network interface unit to avoid
this overhead on the CPU.

3 BASIC OPERATION

3.1 Overview

To send a packet to another host, the sender constructs a source route in the
packet’s header, giving the address of each host in the network through which
the packet should be forwarded in order to reach the destination host. The
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sender then transmits the packet over its wireless network interface to the first
hop identified in the source route. When a host receives a packet, if this host
is not the final destination of the packet, it simply transmits the packet to
the next hop identified in the source route in the packet’s header. Once the
packet reaches its final destination, the packet is delivered to the network layer
software on that host.

Each mobile host participating in the ad hoc network maintains a route cache
in which it caches source routes that it has learned. When one host sends a
packet to another host, the sender first checks its route cache for a source route
to the destination. If a route is found, the sender uses this route to transmit the
packet. If no route is found, the sender may attempt to discover one using the
route discovery protocol. While waiting for the route discovery to complete,
the host may continue normal processing and may send and receive packets
with other hosts. The host may buffer the original packet in order to transmit
it once the route is learned from route discovery, or it may discard the packet,
relying on higher-layer protocol software to retransmit the packet if needed.
Each entry in the route cache has associated with it an expiration period, after
which the entry is deleted from the cache.

While a host is using any source route, it monitors the continued correct op-
eration of that route. For example, if the sender, the destination, or any of
the other hosts named as hops along a route move out of wireless transmission
range of the next or previous hop along the route, the route can no longer be
used to reach the destination. A route will also no longer work if any of the
hosts along the route should fail or be powered off. This monitoring of the
correct operation of a route in use we call route maintenance. When route
maintenance detects a problem with a route in use, route discovery may be
used again to discover a new, correct route to the destination.

This section describes the basic operation of route discovery and route mainte-
nance. Optimizations to this basic operation of the protocol are then described
in Section 4.

3.2 Route Discovery

Route discovery allows any host in the ad hoc network to dynamically discover a
route to any other host in the ad hoc network, whether directly reachable within
wireless transmission range or reachable through one or more intermediate net-
work hops through other hosts. A host initiating a route discovery broadcasts
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a route request packet which may be received by those hosts within wireless
transmission range of it. The route request packet identifies the host, referred
to as the target of the route discovery, for which the route is requested. If the
route discovery is successful the initiating host receives a route reply packet
listing a sequence of network hops through which it may reach the target.

In addition to the address of the original initiator of the request and the target
of the request, each route request packet contains a route record, in which is
accumulated a record of the sequence of hops taken by the route request packet
as it is propagated through the ad hoc network during this route discovery.
Each route request packet also contains a unique request id, set by the initia-
tor from a locally-maintained sequence number. In order to detect duplicate
route requests received, each host in the ad hoc network maintains a list of the
(initiator address, request id) pairs that it has recently received on any route
request.

When any host receives a route request packet, it processes the request accord-
ing to the following steps:

1. If the pair (initiator address, request id) for this route request is found
in this host’s list of recently seen requests, then discard the route request
packet and do not process it further.

2. Otherwise, if this host’s address is already listed in the route record in
the request, then discard the route request packet and do not process it
further.

3. Otherwise, if the target of the request matches this host’s own address,
then the route record in the packet contains the route by which the request
reached this host from the initiator of the route request. Return a copy of
this route in a route reply packet to the initiator.

4. Otherwise, append this host’s own address to the route record in the route
request packet, and re-broadcast the request.

The route request thus propagates through the ad hoc network until it reaches
the target host, which then replies to the initiator. The original route request
packet is received only by those hosts within wireless transmission range of
the initiating host, and each of these hosts propagates the request if it is not
the target and if the request does not appear to this host to be redundant.
Discarding the request because the host’s address is already listed in the route
record guarantees that no single copy of the request can propagate around a



160 , CHAPTER 5

loop. Also discarding the request when the host has recently seen one with the
same (initiator address, request id) removes later copies of the request that
arrive at this host by a different route.

In order to return the route reply packet to the initiator of the route discovery,
the target host must have a route to the initiator. If the target has an entry for
this destination in its route cache, then it may send the route reply packet using
this route in the same way as is used in sending any other packet {Section 3.1).
Otherwise, the target may reverse the route in the route record from the route
request packet, and use this route to send the route reply packet. This, however,
requires the wireless network communication between each of these pairs of
hosts to work equally well in both directions, which may not be true in some
environments or with some MAC-level protocols. An alternative approach, and
the one we have currently adopted, is for this host to piggyback the route reply
packet on a route request targeted at the initiator of the route discovery to
which it is replying. This use of piggybacking is described in Section 4.2.

3.3 Route Maintenance

Conventional routing protocols integrate route discovery with route mainte-
nance by continuously sending periodic routing updates. If the status of a link
or router changes, the periodic updates will eventually reflect the changes to
all other routers, presumably resulting in the computation of new routes. How-
ever, using route discovery, there are no periodic messages of any kind from
any of the mobile hosts. Instead, while a route is in use, the route maintenance
procedure monitors the operation of the route and informs the sender of any
routing errors.

Since wireless networks are inherently less reliable than wired networks [1],
many wireless networks utilize a hop-by-hop acknowledgement at the data link
level in order to provide early detection and retransmission of lost or corrupted
packets. In these networks, route maintenance can be easily provided, since at
each hop, the host transmitting the packet for that hop can determine if that
hop of the route is still working. If the data link level reports a transmission
problem for which it cannot recover (for example, because the maximum num-
ber of retransmissions it is willing to attempt has been exceeded), this host
sends a route error packet to the original sender of the packet encountering the
error. The route error packet contains the addresses of the hosts at both ends
of the hop in error: the host that detected the error and the host to which it
was attempting to transmit the packet on this hop. When a route error packet
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is received, the hop in error is removed from this host’s route cache, and all
routes which contain this hop must be truncated at that point.

If the wireless network does not support such lower-level acknowledgements,
an equivalent acknowledgement signal may be available in many environments.
After sending a packet to the next hop mobile host, the sender may be able to
hear that host transmitting the packet again, on its way further along the path,
if it can operate its wireless network interface in promiscuous mode. For exam-
ple, in Figure 1, host A may be able to hear B’s transmission of the packet on to
C. This type of acknowledgement is known as a passive acknowledgement [11].
In addition, existing transport or application level replies or acknowledgements
from the original destination could also be used as an acknowledgement that
the route (or that hop of the route) is still working. As a last resort, a bit in
the packet header could be included to allow a host transmitting a packet to
request an explicit acknowledgement from the next-hop receiver. If no other
acknowledgement signal has been received in some time from the next hop on
some route, the host could use this bit to inexpensively probe the status of this
hop on the route.

As with the return of a route reply packet, a host must have a route to the
sender of the original packet in order to return a route error packet to it. If
this host has an entry for the original sender in its route cache, it may send
the route error packet using that route. Otherwise, this host may reverse the
route from the packet in error (the route by which the packet reached this host)
or may use piggybacking as in the case of a route reply packet {Section 4.2).
Another option in the case of returning a route error packet is for this host to
save the route error packet locally in a buffer, perform a route discovery for the
original sender, and then send the route error packet using that route when it
receives the route reply for this route discovery. This option cannot be used for
returning a route reply packet, however, since then neither host would ever be
able to complete a route discovery for the other, if neither initially had a route
cache entry for the other.

Route maintenance can also be performed using end-to-end acknowledgements
rather than the hop-by-hop acknowledgements described above, if the particu-
lar wireless network interfaces or the environment in which they are used are
such that wireless transmissions between two hosts do not work equally well in
both directions. As long as some route exists by which the two end hosts can
communicate (perhaps different routes in each direction), route maintenance is
possible. In this case, existing transport or application level replies or acknowl-
edgements from the original destination, or explicitly requested network level
acknowledgements, may be used to indicate the status of this host’s route to
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Figure 2 An example ad hoc network illustrating use of the route cache

the other host. With hop-by-hop acknowledgements, the particular hop in error
is indicated in the route error packet, but with end-to-end acknowledgements,
the sender may only assume that the last hop of the route to this destination
is in error.

4 OPTIMIZATIONS

A number of optimizations are possible to the basic operation of route discovery
and route maintenance as described in Section 3.2, that can reduce the number
of overhead packets and can improve the average efficiency of the routes used
on data packets. This section discusses some of those optimizations.

4.1 Full Use of the Route Cache

The data in a host’s route cache may be stored in any format, but the active
routes in its cache in effect form a tree of routes, rooted at this host,"to other
hosts in the ad hoc network. For example, Figure 2 shows an ad hoc network
of five mobile hosts, in which mobile host 4 has earlier completed a route
discovery for mobile host D and has cached the route to D through B and C.
Since hosts B and C are on the route to D, host A also learns the route to
both of these hosts from its route discovery for D. If A later performs a route
discovery and learns the route to F through B and C, it can represent this in
its route cache with the addition of the single new hop from C to E. If A then
learns it can reach C in a single hop (without needing to go through B), 4
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can use this new route to C to also shorten the routes to D and F in its route
cache.

A host can add entries to its route cache any time it learns a new route. In
particular, when a host forwards a data packet as an intermediate hop on the
route in that packet, the forwarding host is able to observe the entire route in
the packet. Thus, for example, when host B forwards packets from A to D, B
can add the route information from that packet to its own route cache. If a host
forwards a route reply packet, it can also add the route information from the
route record being returned in that route reply, to its own route cache. Finally,
since all wireless network transmissions are inherently broadcast, a host may
be able configure its network interface into promiscuous receive mode, and can
then add to its route cache the route information from any data or route reply
packet it can overhear.

A host may use its route cache to avoid propagating a route request packet
received from another host. In particular, suppose a host receives a route
request packet for which it is not the target and is not already listed in the
route record in the packet, and for which the pair (initiator address, request id)
is not found in its list of recently seen requests; if the host has a route cache
entry for the target of the request, it may append this cached route to the
accumulated route record in the packet, and may return this route in a route
reply packet to the initiator without propagating (re-broadcasting) the route
request. Thus, for example, if mobile host F' needs to send a packet to mobile
host D, it will initiate a route discovery and broadcast a route request packet.
If this broadcast is received by A, A can simply return a route reply packet to
F' containing the complete route to D consisting of the sequence of hops A, B,
C, and D.

A particular problem can occur, however, when several mobile hosts receive the
initiator’s broadcast of the route request packet, and all reply based on routes
found in their route caches. In Figure 2, for example, if both A and B receive
F’s route request broadcast, they will both be able to reply from their route
caches, and will both send their replies at about the same time since they both
received the broadcast at about the same time. Particularly when more than the
two mobile hosts in this example are involved, these simultaneous replies from
the mobile hosts receiving the broadcast may create packet collisions among
some or all of these replies and may cause local congestion in the wireless
network. In addition, it will often be the case that the different replies will
indicate routes of different lengths. For example, A’s reply will indicate a route
to D that is one hop longer than that in B’s reply.
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We avoid the problems of many simultaneous replies and attempt to eliminate
replies indicating routes longer than the shortest reply, by causing each mobile
host to delay slightly before replying from its cache. Before replying from its
route cache, a host performs the following actions:

1. Pick a delay period d = H x (h — 1+ r), where h is the length in number
of network hops for the route to be returned in this host’s reply, r is a
random number between 0 and 1, and H is a small constant delay to be
introduced per hop.

2. Delay transmitting the route reply from this host for a period of d.

3. Within this delay period, promiscuously receive all packets at this host. If
a packet is received by this host during the delay period addressed to the
target of this route discovery (the target is the final destination address for
the packet, through any sequence of intermediate hops), and if the length
of the route on this packet is less than h, then cancel the delay and do
not transmit the route reply from this host; this host may infer that the
initiator of this route discovery has already received a route reply, giving
an equal or better route.

Another problem that can occur when hosts reply to route requests from their
cache, is the formation of a loop in the route sent in the route reply packet.
The route record in the route request cannot contain a loop, and no entry in a
route cache ever is set to a route containing a loop, yet the concatenation of the
route record and the entry from the replying host’s route cache for the target
may contain a loop. For example, in Figure 2, if host B does not have a route
cache entry for D, it will need to initiate a route discovery before sending a
packet to D. In this case, A could immediately reply from its route cache with
the route to D through B and C. This, however, would form the concatenated
route of A-B-C-D for B to then use in sending packets to D, creating a loop
from B to A and then back to B. In order to avoid this problem, if a host
receives a route request and is not the target of the request but could reply
from its cache, the host instead discards the request if the route in its reply
would contain a loop; this restriction also implies that a host will only reply
from its cache with a route in which the host itself is on the route, at the end
of the route recorded in the route request packet and at the beginning of the
path obtained from the host’s route cache.

As a last optimization involving full use of the route cache, we have added the
ability for the initiator of a route request to specify in the request packet, the
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maximum number of hops over which the packet may be propagated. If another
host near the initiator has a cache entry for the target of a route request, the
propagation of many redundant copies of the route request can be avoided if
the initiator can explicitly limit the request’s propagation when it is originally
sent. Currently, we use this ability during route discovery as follows:

1. To perform a route discovery, initially send the route request with a hop
limit of one. We refer to this as a nonpropagating route request.

2. If no route reply is received from this route request after a small timeout
period, send a new route request with the hop limit set to a predefined
“maximum” value for which it is assumed that all useful routes in the
ad hoc network are less than this limit (currently 10).

This procedure uses the hop limit on the route request packet to inexpensively
check if the target is currently within wireless transmitter range of the initiator
or if another host within range has a route cache entry for this target (effectively
using the caches of this host’s neighbors as an extension of its own cache). Since
the initial request is limited to one network hop, the timeout period before
sending the propagating request can be quite small. This mechanism could
also be used to implement an “expanding ring” search for the target, in which
the hop limit is gradually increased in subsequent retransmissions of the route
request for this target, but we have not yet experimented with this approach.

4.2 Piggybacking on Route Discoveries

As described in Section 3.2, when one host needs to send a packet to another,
if the sender does not have a route cached to the destination host, it must
initiate a separate route discovery, either buffering the original packet until the
route reply is returned, or discarding it and relying on a higher-layer protocol
to retransmit it if needed. The delay for route discovery and the total number
of packets transmitted can be reduced by allowing data to be piggybacked on
route request packets. Since some route requests may be propagated widely
within the ad hoc network, though, the amount of data piggybacked must be
limited. We currently use piggybacking when sending a route reply or a route
error packet, since both are naturally small in size; small data packets such
as the initial SYN packet opening a TCP connection [23] could also easily be
piggybacked, but we have not yet experimented with this option.
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Figure 3 Mobile host D notices that the route can be shortened

One problem, however, arises when piggybacking on route request packets. If
the route request is received by some host and is replied to based on the host’s
route cache without propagating the request (Section 4.1), the piggybacked
data would be lost when the host discards the route request. In this case,
before discarding the packet, the host must construct a new packet containing
the piggybacked data from the route request packet, setting the route in this
packet from the route being returned in the route reply. The route should
appear as if the new packet had been sent by the initiator of the route discovery
and had been forwarded normally to this host: the first portion of the route
is taken from the accumulated route record in the route request packet, and
the remainder of the route is taken from this host’s route cache. The sender
address in the packet should also be set to the initiator of the route discovery.

4.3 Reflecting Shorter Routes

While two hosts are communicating with each other using cached routes, it is
desirable for the hosts to begin using shorter routes if the hosts move suffi-
ciently closer together. In many cases, the basic route maintenance procedure
is sufficient to accomplish this, since if one of the hosts moves enough to allow
the route to be shortened, it will likely also move out of transmission range of
the first hop on the existing route.

An improvement to this method of reflecting shorter routes is possible if hosts
operate their network interfaces in promiscuous receive mode. Suppose some-
where in the forwarding of a packet, mobile host B transmits a packet to C,
with D being the next hop after C in the route in the packet, as illustrated
in Figure 3. If D receives this packet, it can examine the packet header to see
that the packet reached it from B in one hop rather than two as intended by
the route in the packet. In this case, D may infer that route may be shortened
to exclude the intermediate hop through C. D then sends an unsolicited route
reply packet to the original sender of the packet, informing it that it can now
reach D in one hop from B. As with other route reply packets, other hosts
which also receive this route reply (in particular, other hosts also operating in
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promiscuous receive mode) may also incorporate this change into their route
caches. We believe that this method will ensure that the shortest routes will
be used, although we have not yet added this method to our simulator.

4.4 Improved Handling of Errors

One common error condition that must be handled in an ad hoc network is the
case in which the network effectively becomes partitioned. That is, two hosts
that wish to communicate are not within transmission range of each other, and
there are not enough other mobile hosts between them to form a sequence of
hops through which they can forward packets. If a new route discovery were
to be initiated for each packet sent by a host in this situation, a large number
of unproductive route request packets would be propagated throughout the
subset of the ad hoc network reachable from this host. In order to reduce the
overhead from such route discoveries, we use exponential backoff to limit the
rate at which new route discoveries may be initiated from any host for the same
target. If the host attempts to send additional data packets to this same host
more frequently than this limit, the subsequent packets may be buffered until
a route reply is received, but they do not initiate a new route discovery until
the minimum allowable interval between new route discoveries for this target
has been reached. This limitation on the maximum rate of route discoveries
for the same target is similar to the mechanism required by Internet hosts to
limit the rate at which ARP requests are sent to any single IP address [3].

An additional optimization possible to improve the handling of errors is to use
promiscuous receive mode to allow hosts to eavesdrop on route error packets
being sent to other hosts. For example, Figure 4 shows the return of a route
error packet to mobile host A from host B. If hosts C, D, and E are operating
in promiscuous receive mode, they will be able to receive the route error packet.
Since a route error packet names both ends of the route hop causing the error,
any host receiving the error packet can update its route cache to reflect the fact
that the two hosts indicated in the packet can no longer directly communicate.
A host receiving a route error packet can simply search its route cache for any
routes using this hop, and for each such route found, the route is truncated
at this hop. All hosts on the route before this hop are still reachable on this
route, but subsequent hosts are not.

It is possible, however, that a route error packet being returned to the original
sender of a data packet may take a different route to the sender than the data
packet took to the point at which the error was encountered. For example,
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Figure 4 Mobile host B is returning a route error packet to A

in a network environment in which radio transmission between two hosts does
not work equally well in both directions, a route discovery used by the host
returning the route error packet may discover a different route back to the
original sender. Thus, some hosts that may have cached the route in error may
not be able to receive the route error packet, even using promiscuous receive
mode. This situation can be improved by extending the handling of route error
packets such that, once the route error packet reaches the original sender of the
data packet, that original sender also retransmits the route error packet back
to the point of error along the path originally used for the data packet, if this
path differs from the one along which it received the route error packet.

A last optimization to improve the handling of errors is to support the caching
of “negative” information in a host’s route cache. Suppose, in Figure 4, that
none of these optimizations for handling errors are in use. When A receives B’s
route error packet, it may initiate a route discovery in order to find a new route
to the same target. However, if hosts C, D, or £ have an entry in their route
cache for this target, they will likely reply to A from their cache with a cached
copy of the same route that A just removed from its cache. If instead, A could
enter into its cache when it receives B’s route error packet, an indication that
this hop is not currently working (rather than simply removing this hop from
any routes currently in its cache), then A could ignore future replies from C,
D, and E that include this hop from their caches. A short expiration period
must be placed on this negative cached information, since while this entry is
in its cache, A will otherwise refuse to allow this hop in any route entries in its
cache, even if this hop begins working again.

We have not currently included this caching of negative information in our
simulation, due to the difficulty of picking a suitable expiration period, and
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since it appears to not be necessary in most cases, if hosts also promiscuously
receive route error packets. For example, in Figure 4, if C, D, and E also receive
B’s route error packet, they will have removed this hop from their caches before
A’s new route discovery is initiated, thus avoiding the problem.

5 PERFORMANCE EVALUATION

5.1 The Simulation

To evaluate the performance of our dynamic source routing protocol, we con-
structed a packet-level simulator which allowed us to observe and measure the
protocol’s performance under a variety of conditions. In addition to a number
of parameter choices in the protocol, the simulator allowed us to vary certain
environmental factors such as the number of mobile hosts, the pattern and
speed of host movement, and the distribution of the hosts in space. The sim-
ulator implements the basic protocol along with all optimizations described in
Section 4 with the exceptions of reflecting shorter routes (Section 4.3) and the
caching of negative information (Section 4.4).

The basic simulation parameters were chosen to model an ad hoc network
consisting of a collection of mobile hosts moving around in a medium-sized
room. The area in which the hosts move is square, 9 meters on a side. Each
host moves with a velocity between 0.3 and 0.7 meters per second (somewhere
between a slow walk and a quick stroll), and each transceiver has a range of 3
meters. These parameters could represent, for example, a group of hosts using
diffuse infrared transceivers, or since the parameters are related and can be
scaled linearly, they could also represent a number of cars with radio-equipped
portables driving (very quickly) around an area of 1 square kilometer.

Fach host is initially placed at a random position within in the simulation
area. As the simulation progresses, each host pauses at its current location
for a period, which we call the pause time, and then randomly chooses a new
location to move to and a velocity between 0.3 and 0.7 meters per second at
which to move there. Each host continues this behavior, alternately pausing and
moving to a new location, for the duration of the simulation. Using this model,
hosts appear to wander through the room with their restlessness determined
by the pause time constant.
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Whenever a host transmits a packet, some method must be used to determine
which of the surrounding hosts will receive a copy of the packet. While our sim-
ulation’s transmission model is admittedly simple, it still allows us to estimate
the basic performance of the protocol. In the simulation, each host can be the
originator of up to 3 conversations at a time, with the other participant in the
conversation chosen randomly from among the other hosts. In actual use, we
would expect hosts to communicate mostly with a small common subset of the
available hosts (such as servers), which would reduce the number of route dis-
coveries required. While a host is the initiator of less than three conversations,
it initiates a new conversation with a randomly chosen partner after an average
period of 15 seconds (using an exponential distribution). Each conversation
lasts for a predetermined number of packets, the number being chosen from a
geometric distribution with an average of 1000 packets. Again, in actual use,
we would expect some (or all) of the conversations to be of longer duration
than this, depending on the mix of network application programs in use. Short
conversations, however, give a more conservative measure of the performance
of the protocol, since more route discoveries are required as each host more
frequently changes which other hosts it is communicating with.

During a conversation, packets are sent to the partner at exponentially dis-
tributed sending times with a uniformly chosen average rate between 2 and 5
packets per second. Packet lengths are chosen with a distribution such that
70% of the packets are long packets (1000 bytes) and the remainder are short
packets (32 bytes). To give the appearance of a two way conversation, the part-
ner sends a return packet back to the originator for every packet it receives.
These return packets have the same length distribution as the originator’s pack-
ets.

Packet transmission in the simulator is based on a network using link level
acknowledgements at each hop. Transmissions to a host that is out of range
always fail while transmissions to a host in range fail with a probability of 5%.
The data link layer in the simulator will make up to 2 retransmission attempts
if the first transmission fails. Each time a sender transmits a packet, the other
hosts in range of the sender each have a 95% chance of overhearing the packet.
The bandwidth for transmitting data is 100 Kbytes per second.

There are a number of parameters such as timeouts and holdoff periods which
must be configured within the protocol. The values used in the simulator are
shown in Table 1. Although we have attempted to choose reasonable values
for these parameters and believe that our results are not particularly sensitive
to these choices, we have not yet experimented with the effects of possible
alternate choices.
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Table 1 Parameter values used in the simulation

Parameter Value
Period between nonpropagating route requests 5 sec.
Nonpropagating route request time out 100 msec.
Route request time out 500 msec.
Route request slot length 500 msec.
Maximum route request period 10 sec.
Route reply holdoff per-hop delay 4 msec.

The simulator does not attempt to model channel contention. Given a suitable
data link layer protocol such as MACAW {2], the chance of data being lost
to collision during periods of channel contention grows small, although at the
expense of more delay in packet sending and receipt as each host waits for its
turn to use the bandwidth. Therefore, while our model should accurately show
the numbers of packets that will be received, we cannot completely evaluate
the latency of any individual packet exchange.

The simulator also does not model possible one-way links between hosts. This
choice is necessarily implied by our desire to implement the protocol on top of a
data-link layer with link level acknowledgements. However, as described above,
the protocol will still work in the absence of link layer acknowledgements.

A final minor limitation of our simulation is that our simulated environment
is assumed to be devoid of obstacles to transmission or movement. Further,
transmission failures are assumed to be uniformly distributed and independent,
which does not take into account spatially localized failures due to sources such
as microwave ovens, in the case of radio, or windows and reflections, in the case
of infrared.

5.2 Results

We executed 20 runs of the simulator for each of a number of different movement
rates and numbers of mobile hosts in the simulated ad hoc network. Each run
simulated 4000 seconds of execution (just over one hour), with each mobile host
moving and communicating as described in Section 5.1. The movement rate of
the mobile hosts was determined by the pause time described above, with pause
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times ranging from 0 to 4000. With a pause time of 0, all hosts are constantly
in motion, whereas with a pause time of 4000, hosts do not move during the run
from their initial randomly chosen locations. The ad hoc network in each run
consisted of either 6, 12, 18, or 24 mobile hosts. We present here the average
over the 20 runs of the simulator for each of these cases; standard deviation for
all cases was within 7% and in general was 2% or less of the average value for
each case.

Figure 5 shows the total number of packet transmissions performed relative
to the optimal number of transmissions for the data packets sent during the
simulation. The optimal number of transmissions is the number of hops for each
data packet needed to get from the sender of a packet to the intended receiver,
if perfect routing decisions are made for each packet and if no transmission
errors occur. The total number of packets actually transmitted includes the
number of hops for each data packet based on the source route used by the
sender, plus all packet transmissions used for route request, route reply, and
route error packets. This ratio shows the work efficiency of the protocol: a
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Figure 6 Example of disconnected clusters with 24 hosts

value of 1.0 indicates a perfectly efficient protocol with no overhead packets
present.

For all but the shortest pause times in the simulated environment, the total
number of packets transmitted by the protocol is very close to optimal, and
falis to an overhead of about 1% (a ratio of 1.01) for pause times greater than
1000 with 24 mobile hosts, as shown in Figure 5. For very short pause times,
representing very frequent host movement, the protocol overhead is higher,
reaching a maximum ratio of 2.6 for a pause time of 0, representing all hosts
in constant motion. In such situations, source routes become invalid quickly
after they are discovered, and additional overhead is spent discovering new
routes. However, because the route maintenance procedure can quickly de-
tect when a route in use is no longer working, nearly all data packets can be
successfully delivered even in periods of such extreme host movement. Dis-
tance vector protocols, on the other hand, would be unable to keep up with
the rate of change in the network and would be unable to deliver most data
packets.
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The performance results for protocol overhead presented here are affected by
the occurrence of disconnected components of the mobile hosts within the area
of the ad hoc network. When placing a number of mobile hosts at random
locations within the simulation area, there is a chance that some groups of
hosts will be unable to communicate with other groups of hosts since all hosts
in each group are out of wireless transmission range of all hosts in other groups.
This effectively forms a partition of the ad hoc network. For example, Figure 6
illustrates a typical placement of 24 mobile hosts, which happened to form two
disconnected components. With fewer mobile hosts spread over the same area,
we have observed similar (but worse) occurrences of disconnected components.

For each data packet sent with the receiver outside the sender’s disconnected
component, the basic protocol would initiate a route discovery, although we
have included an optimization to limit the rate of new discoveries using an
exponential backoff, as described in Section 4.4. The remaining extra route
discoveries still performed in such situations show in increased protocol over-
head, such as in the higher overhead values for 6 and 12 hosts shown in Figure 5,
although the number of such extra route discoveries due disconnected compo-
nents is greatly reduced by this optimization.

Figure 7 shows the average length of a source route used in sending a data
packet relative to the optimal route length for the packets sent during the sim-
ulation. The optimal route length here is the number of hops needed to reach
the destination if perfect routing information were available. In Figure 7, a
different scale has been used on the y-axis than was used in Figure 5 in or-
der to show the relevant detail in the shape of each graph. The ratio of the
length of routes used relative to optimal shows the degree to which the pro-
tocol finds and maintains optimal routes as the mobile hosts move about. As
shown here, the protocol finds and uses close to optimal routes, even without
the route shortening optimization using promiscuous receive mode described in
Section 4.3. The difference in length between the routes used and the optimal
route lengths is negligible. In most cases, the route lengths used are on average
within a factor of 1.01 of optimal, and in all cases are within a factor of 1.09
of optimal.

6 RELATED WORK

Research on packet routing in wireless networks of mobile hosts dates back at
least to 1973 when the U.S. Defense Advanced Research Projects Agency began
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the DARPA Packet Radio Network (PRNET) project [11] and its successor the
Survivable Adaptive Networks (SURAN) project [15]. PRNET supports the
automatic set up and maintenance of packet switched communication routes in
a network of moderately mobile hosts communicating via radios. The PRNET
routing protocol uses a form of distance vector routing, with each node broad-
casting a routing update packet (called a packet-radio organization packet, or
PROP, in PRNET) every 7.5 seconds. The header of each data packet contains
the source and destination node addresses, the number of hops taken so far
from the source, and the number of hops remaining to reach the destination
(based on the sender’s routing table). Nodes promiscuously receive all packets
and may update their routing tables based on this header information. The
data link protocol uses hop-by-hop acknowledgements, using either explicit (ac-
tive) acknowledgements or passive acknowledgements from these promiscuously
received packets.

The amateur radio community has also worked extensively with routing in
wireless networks of (sometimes) mobile hosts [14], holding an annual packet
radio computer networking conference sponsored by the American Radio Re-
lay League (ARRL) since 1981. Amateur packet radio networking originally



176 CHAPTER 5

used only source routing with explicit source routes constructed by the user,
although some had considered the possibility of a more dynamic source routing
scheme [7]. A system known as NET/ROM was also developed to allow the
routing decisions to be automated, using a form of distance vector routing pro-
tocol rather than source routing [6, 8]. NET/ROM also allows updating of its
routing table based on the source address information in the headers of packets
that it receives.

A particular problem with the use of distance vector routing protocols in net-
works with hosts that move, is the possibility of forming routing loops. In or-
der to eliminate this possibility, Perkins and Bhagwat have recently proposed
adding sequence numbers to routing updates in their Destination-Sequenced
Distance Vector (DSDV) protocol [19]. These sequence numbers are used to
compare the age of information in a routing update, and allow each node to
preferentially select routes based on the freshest information. DSDV also uses
triggered routing updates to speed route convergence. In order to damp route
fluctuation and reduce congestion from large numbers of triggered updates after
a route changes, each node in DSDV maintains information about the frequency
with which it sees route changes and may delay some routing updates.

Our dynamic source routing protocol is similar in approach to some source
routing protocols used in wired networks, such as in the IEEE 802 SRT bridge
standard [20], in FLIP [12], and in SDRP [5, 28]. Our route request packet
serves essentially the same role in route discovery as an “all paths explorer”
packet. However, in wired networks, a bridge can copy an all paths explorer
from one network interface onto each of its other interfaces and be sure that the
explorer will flood the network in an orderly and complete way. Our protocol
includes optimizations such as caching (initiator address, request id) pairs to
efficiently flood explorers through a wireless network. We also make extensive
use of caching and can effectively make use of promiscuous receive mode in the
network interface to optimize route discovery.

The Internet Address Resolution Protocol (ARP) [21] is used to find the MAC
address of a host on the same LAN as the sender. ARP is somewhat similar
to our nonpropagating route request packets, except that a mobile host may
answer the route request from its cache whereas ARP requests are normally
only answered by the target host itself. In cases in which several LANs have
been bridged together, the bridge may run “proxy” ARP [24], which allows
the bridge to answer an ARP request on behalf of another host. In this sense,
our nonpropagating route requests are also similar to proxy ARP in that they
expand the effective size of a single host’s route cache by allowing it to cheaply
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make use of the caches of neighboring hosts to reduce the need for propagating
request packets.

One tradeoff between source routing and distance vector routing is in the han-
dling of partioned networks, as mentioned in Section 5.2. Under dynamic source
routing, if a host wishes to communicate with an unreachable host, the rate
at which route requests are made will be reduced by a back off mechanism;
the protocol, however, continues to make periodic efforts to find a route to the
unreachable host, consuming some network resources. Under distance vector
routing, with the assumption that routes have had time to converge once the
host became unreachable, no network resources are spent trying to send pack-
ets to an unreachable host, as none of the hosts in the sender’s partition of
the network have a routing table entry for the destination. In practice, the
problem of attempting to route packets to unreachable hosts is less significant,
as connection-oriented protocols typically give up after a certain timeout or
number of attempts, and human users will likewise give up eventually on any
attempt to reach an unreachable host. In our simulation, however, a host con-
tinues to attempt sending packets to the destination host for the entire duration
of each simulated conversation.

In general, when hosts move quickly enough and frequently enough, the best
strategy that any routing protocol can use is to flood data packets throughout
the network in hopes that the moving host will run into one of the many
copies. On the other hand, when host movement is very slow or infrequent,
ideally no overhead should be required for routing, since none of the routing
information changes. Dynamic source routing moves easily between these two
regimes, driven by the rate at which route requests are initiated. If a host
with which another host wants to communicate is moving very quickly, source
routing floods the network with a route request and then sends a data packet as
soon as the destination is found and a route reply returned. Hosts uninterested
in talking to this quickly moving host may see some of the available bandwidth
consumed by the route requests but will have their own routes left unaffected.
Likewise, if host motion slows, the rate at which routes cease working will slow
and routing overhead will thus be reduced due to less frequent need for new
route discoveries.
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7 CONCLUSION

This paper has presented a protocol for routing packets between wireless mobile
hosts in an ad hoc network. Unlike routing protocols using distance vector or
link state algorithms, our protocol uses dynamic source routing which adapts
quickly to routing changes when host movement is frequent, yet requires little
or no overhead during periods in which hosts move less frequently. Based on
results from a packet-level simulation of mobile hosts operating in an ad hoc
network, the protocol performs well over a variety of environmental conditions
such as host density and movement rates. For all but the highest rates of host
movement simulated, the overhead of the protocol is quite low, falling to just
1% of total data packets transmitted for moderate movement rates in a network
of 24 mobile hosts. In all cases, the difference in length between the routes used
and the optimal route lengths is negligible, and in most cases, route lengths are
on average within a factor of 1.02 of optimal.

We are currently expanding our simulations to incorporate some additional
optimizations and to quantify the effects of the individual optimizations on the
behavior and performance of the protocol. We are also continuing to study
other routing protocols for use in ad hoc networks, including those based on
distance vector or link state routing, as well as the interconnection of an ad hoc
network with a wide-area network such as the Internet, reachable by some but
not all of the ad hoc network nodes. Although this paper does not address
the security concerns inherent in wireless networks or packet routing, we are
currently examining these issues with respect to attacks on privacy and denial
of service in the routing protocol. Finally, we are beginning implementation
of the protocol on notebook computers for use by students in an academic
environment.
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ABSTRACT

An ad-hoc network is the cooperative engagement of a collection of Mobile Hosts
without the required intervention of any centralized Access Point. In this paper we
present an innovative design for the operation of such ad-hoc networks. The basic
idea of the design is to operate each Mobile Host as a specialized router, which
periodically advertises its view of the interconnection topology with other Mobile
Hosts within the network. This amounts to a new sort of routing protocol. We
have investigated modifications to the basic Bellman-Ford routing mechanisms, as
specified by the Routing Information Protocol, making it suitable for a dynamic and
self-starting network mechanism as is required by users wishing to utilize ad-hoc
networks. Our modifications address some of the previous objections to the use of
Bellman-Ford, related to the poor looping properties of such algorithms in the face of
broken links and the resulting time dependent nature of the interconnection topology
describing the links between the Mobile Hosts. Finally, we describe the ways in which
the basic network-layer routing can be modified to provide MAC-layer support for
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1 INTRODUCTION

Recently, there has been tremendous growth in the sales of laptop and portable
computers. These smaller computers, nevertheless, can be equipped with hun-
dreds of megabytes of disk storage, high resolution color displays, pointing
devices, and wireless communications adapters. Moreover, since many of these
small (in size only) computers operate for hours with battery power, users are
free to move about at their convenience without being constrained by wires.

This is a revolutionary development in personal computing. Battery powered,
untethered computers are likely to become a pervasive part of our computing
infrastructure. As people begin to have mobile computers handy, for whatever
purposes, sharing information between the computers will become a natural
requirement. Currently, such sharing is made difficult by the need for users
to perform administrative tasks and set up static, bidirectional links between
their computers. However, if the wireless communications systems in the mobile
computers support a broadcast mechanism, much more flexible and useful ways
of sharing information can be imagined. For instance, any number of people
could conceivably enter a conference room and agree to support communica-
tions links between themselves, without necessarily engaging the services of
any pre-existing equipment in the room (i.e, without requiring any pre-existing
communications infrastructure). Thus, one of our primary motivations is to
allow the construction of temporary networks with no wires and no adminis-
trative intervention required. In this paper, such a interconnection between
the mobile computers will be called an ad-hoc network, in conformance with
current usage within the IEEE 802.11 subcommittee [1].

Ad-hoc networks differ significantly from existing networks. First of all, the
topology of interconnections may be quite dynamic. Secondly, most users will
not wish to perform any administrative actions to set up such a network. In
order to provide service in the most general situation, we do not assume that
every computer is within communication range of every other computer. This
lack of complete connectivity would certainly be a reasonable characteristic of,
say, a population of mobile computers in a large room which relied on infrared
transceivers to effect their data communications.

From a graph theoretic point of view, an ad-hoc network is a graph, G(N, E(t)),
which is formed by denoting each mobile host by a node and drawing an edge
between two nodes if they are in direct communication range of each other.
The set of edges, E(t), so formed, is a function of time, and it keeps changing
as nodes in the ad-hoc network move around. The topology defined by such a
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network can be very arbitrary since there are no constraints on where mobiles
could be located with respect to each other. Routing protocols for existing
networks [2, 3, 4] have not been designed specifically to provide the kind of
self-starting behavior needed for ad-hoc networks. Most protocols exhibit their
least desirable behavior when presented with a highly dynamic interconnec-
tion topology. Although we thought that mobile computers could naturally
be modeled as routers, it was also clear that existing routing protocols would
place too heavy a computational burden on each mobile computer. Moreover,
the convergence characteristics of existing routing protocols did not seem good
enough to fit the needs of ad-hoc networks. Lastly, the wireless medium differs
in important ways from wired media, which would require that we make mod-
ifications to whichever routing protocol we might choose to experiment with.
For instance, mobile computers may well have only a single network interface
adapter, whereas most existing routers have network interfaces to connect two
separate networks together. Since we had to make lots of changes anyway, we
decided to follow our ad-hoc network model as far as we could and ended up
with a substantially new approach to the classic distance-vector routing.

2 OVERVIEW OF ROUTING METHODS

In our environment, the problem of routing is essentially the distributed version
of the shortest path problem [2]. Each node in the network maintains for each
destination a preferred neighbor. Each data packet contains a destination node
identifier in its header. When a node receives a data packet, it forwards the
packet to the preferred neighbor for its destination. The forwarding process
continues until the packet reaches its destination. The manner in which routing
tables are constructed, maintained and updated differs from one routing method
to another. Popular routing methods, however, attempt to achieve the common
objective of routing packets along the optimal path. The next-hop routing
methods can be categorized into two primary classes: link-state and distance-
vector.

2.1 Link-State

The link-state approach is closer to the centralized version of the shortest path
computation method. Each node maintains a view of the network topology
with a cost for each link. To keep these views consistent, each node periodically
broadcasts the link costs of its outgoing links to all other nodes using a protocol
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such as flooding. As a node receives this information, it updates its view of the
network topology and applies a shortest-path algorithm to choose its next hop
for each destination. Some of the link costs in a node’s view can be incorrect
because of long propagation delays, partitioned network, etc. Such inconsistent
views of network topologies might lead to formation of routing loops. These
loops, however, are short-lived, because they disappear in the time it takes a
message to traverse the diameter of the network [3}.

2.2 Distance-Vector

In distance-vector algorithms, every node ¢ maintains, for each destination z,
a set of distances {dZ,;} where j ranges over the neighbors of i. Node i treats
neighbor k as a next-hop for a packet destined for x if df; equals min;{df;}. The
succession of next hops chosen in this manner lead to z along the shorest path.
In order to keep the distance estimates up-to-date, each node monitors the cost
of its outgoing links and periodically broadcasts, to each one its neighbors, its
current estimate of the shortest distance to every other node in the network.

The above distance-vector algorithm is the classical Distributed Bellman-Ford
(DBF) algorithm {5]. Compared to link-state method, it is computationally
more efficient, easier to implement and requires much less storage space. How-
ever, it is well known that this algorithm can cause the formation of both short-
lived and long-lived loops [6]. The primary cause for formation of routing loops
is that nodes choose their next-hops in a completely distributed fashion based
on information which can possibly be stale and, therefore, incorrect. Almost
all proposed modifications to DBF algorithm [7, 8, 9] eliminate the looping
problem by forcing all nodes in the network to participate in some form of
internodal coordination protocol. Such internodal coordination mechanisms
might be effective when topological changes are rare. However, within an ad-
hoc mobile environment, enforcing any such internodal coordination mechanism
will be difficult due to the rapidly changing topology of the underlying routing
network.

Simplicity is one of the primary attributes which makes any routing protocol
preferred over others for implementation within operational networks. RIP [4]
is a classical example. Despite the counting-to-infinity problem it has proven to
be very successful within small size internetworks. The usefulness of RIP within
ad-hoc environment, however, is limited as it was not designed to handle rapid
topological changes. Furthermore, the techniques of split-horizon and poisoned-
reverse (4] are not useful within the wireless environment due to the broadcast
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nature of the transmission medium. Our design goal therefore has been to
design a routing method for ad-hoc networks which preserves the simplicity
of RIP, yet at the same time avoids the looping problem. Our approach is to
tag each route table entry with a sequence number so that nodes can quickly
distinguish stale routes from the new ones and thus avoid formation of routing
loops.

3 DESTINATION-SEQUENCED
DISTANCE VECTOR (DSDV)
PROTOCOL

Our proposed routing method allows a collection of mobile computers, which
may not be close to any base station and can exchange data along changing
and arbitrary paths of interconnection. to afford all computers among their
number a (possibly multi-hop) path along which data can be exchanged. In
addition, our solution must remain compatible with operation in cases where a
base station is available. By the methods outlined in this paper, not only will
routing be seen to solve the problems associated with ad-hoc networks, but in
addition we will describe ways to perform such routing functions at Layer 2,
which traditionally has not been utilized as a protocol level for routing.

Protocol Overview

Packets are transmitted between the stations of the network by using routing
tables which are stored at each station of the network. Each routing table, at
each of the stations, lists all available destinations, and the number of hops
to each. Each route table entry is tagged with a sequence number which is
originated by the destination station. To maintain the consistency of routing
tables in a dynamically varying topology, each station periodically transmits
updates, and transmits updates immediately when significant new information
is available. Since we do not assume that the mobile hosts are maintaining
any sort of time synchronization, we also make no assumption about the phase
relationship of the update periods between the mobile hosts. These packets
indicate which stations are accessible from each station and the number of hops
necessary to reach these accessible stations, as is often done in distance-vector
routing algorithms. It is not the purpose of this paper to propose any new
metrics for route selection other than the freshness of the sequence numbers
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associated with the route; cost or other metrics might easily replace the number
of hops in other implementations. The packets may be transmitted containing
either layer 2 (MAC) addresses or layer 3 (network) addresses.

Routing information is advertised by broadcasting or multicasting the packets
which are transmitted periodically and incrementally as topological changes are
detected — for instance, when stations move within the network. Data is also
kept about the length of time between arrival of the first and the arrival of the
best route for each particular destination. Based on this data, a decision may be
made to delay advertising routes which are about to change soon, thus damping
fluctuations of the route tables. The advertisement of possibly unstable routes
is delayed in order to reduce the number of rebroadcasts of possible route entries
that normally arrive with the same sequence number.

Route Advertisements

The DSDV protocol requires each mobile station to advertise, to each of its cur-
rent neighbors, its own routing table (for instance, by broadcasting its entries).
The entries in this list may change fairly dynamically over time, so the ad-
vertisement must be made often enough to ensure that every mobile computer
can almost always locate every other mobile computer of the collection. In ad-
dition, each mobile computer agrees to relay data packets to other computers
upon request. This agreement places a premium on the ability to determine
the shortest number of hops for a route to a destination; we would like to avoid
unnecessarily disturbing mobile hosts if they are in sleep mode. In this way a
mobile computer may exchange data with any other mobile computer in the
group even if the target of the data is not within range for direct communica-
tion. If the notification of which other mobile computers are accessible from
any particular computer in the collection is done at layer 2, then DSDV will
work with whatever higher layer (e.g., Network Layer) protocol might be in
use.

All the computers interoperating to create data paths between themselves
broadcast the necessary data periodically, say once every few seconds. In a
wireless medium, it is important to keep in mind that broadcasts are limited in
range by the physical characteristics of the medium. This is different than the
situation with wired media, which usually have a much more clearly defined
range of reception.
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Routing Table Entry Structure

The data broadcast by each mobile computer will contain its new sequence
number and the following information for each new route:

8 The destination’s address;
s The number of hops required to reach the destination; and

m  The sequence number of the information received regarding that destina-
tion, as originally stamped by the destination;

The transmitted routing tables will also contain the hardware address, and (if
appropriate) the network address, of the mobile computer transmitting them,
within the headers of the packet. The routing table will also include a sequence
number created by the transmitter. Routes with more recent sequence numbers
are always preferred as the basis for making forwarding decisions, but not
necessarily advertised. Of the paths with the same sequence number, those
with the smallest metric will be used. By the natural way in which the routing
tables are propagated, the sequence number is sent to all mobile computers
which may each decide to maintain a routing entry for that originating mobile
computer.

Routes received in broadcasts are also advertised by the receiver when it sub-
sequently broadcasts its routing information; the receiver adds an increment
to the metric before advertising the route, since incoming packets will require
one more hop to reach the destination (namely, the hop from the transmitter
to the receiver). Again, we do not explicitly consider here the changes requlred
to use metrics which do not use the hop count to the destination.

Wireless media differ from traditional wired networks because asymmetries
produced by one-way "links” are more prevalent. Receiving a packet from a
neighbor, therefore, does not indicate the existence of a single-hop data path
back to that neighbor across the wireless medium. In order to avoid problems
caused by such one-way links, each mobile node may not insert routing infor-
mation received from a neighbor unless that neighbor shows that it can receive
packets from the mobile node. Thus, effectively, our routing algorithms only
uses links which are bidirectional.

One of the most important parameters to be chosen is the time between broad-
casting the routing information packets. However, when any new or substan-
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tially modified route information is received by a Mobile Host, the new infor-
mation will be retransmitted soon (subject to constraints imposed for damping
route fluctuations), effecting the most rapid possible dissemination of routing
information among all the cooperating Mobile Hosts. This quick re-broadcast
introduces a new requirement for our protocols to converge as soon as possible.
It would be calamitous if the movement of a Mobile Host caused a storm of
broadcasts, degrading the availability of the wireless medium.

Responding to Topology Changes

Mobile Hosts cause broken links as they move from place to place. The broken
link may be detected by the layer-2 protocol, or it may instead be inferred if no
broadcasts have been received for a while from a former neighbor. A broken link
is described by a metric of oo (i.e., any value greater than the maximum allowed
metric). When a link to a next hop has broken, any route through that next
hop is immediately assigned an oo metric and assigned an updated sequence
number. Since this qualifies as a substantial route change, such modified routes
are immediately disclosed in a broadcast routing information packet. Building
information to describe broken links is the only situation when the sequence
number is generated by any Mobile Host other than the destination Mobile
Host. Sequence numbers generated to indicate co will be one greater than
the last finite sequence number received from the destination. When a node
receives an oo metric, and it has an equal or later sequence number with a
finite metric, it triggers a route update broadcast to disseminate the important
news about that destination. In this way routes containing any finite sequence
numbers will supersede routes generated with the oo metric.

In a very large population of Mobile Hosts, adjustments will likely be made
in the time between broadcasts of the routing information packets. In order
to reduce the amount of information carried in these packets, two types will
be defined. One will carry all the available routing information, called a ”full
dump”. The other type will carry only information changed since the last
full dump, called an "incremental”. By design, an incremental routing update
should fit in one network protocol data unit (NPDU). The full dump will most
likely require multiple NPDUs, even for relatively small populations of Mobile
Hosts. Full dumps can be transmitted relatively infrequently when no move-
ment of Mobile Hosts is occurring. When movement becomes frequent, and the
size of an incremental approaches the size of a NPDU, then a full dump can
be scheduled (so that the next incremental will be smaller). It is expected that
mobile nodes will implement some means for determining which route changes
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are significant enough to be sent out with each incremental advertisement. For
instance. when a stabilized route shows a different metric for some destination,
that would likely constitute a significant change that needed to be advertised
after stabilization. If a new sequence number for a route is received, but the
metric stays the same, that would be unlikely to be considered as a significant
change.

Route Selection Criteria

When a Mobile Host receives new routing information (usually in an incremen-
tal packet as just described), that information is compared to the information
already available from previous routing information packets. Any route with
a more recent sequence number is used. Routes with older sequence numbers
are discarded. A route with a sequence number equal to an existing route is
chosen if it has a "better” metric, and the existing route discarded, or stored as
less preferable. The metrics for routes chosen from the newly received broad-
cast information are each incremented by one hop. Newly recorded routes are
scheduled for immediate advertisement to the current Mobile Host’s neighbors.
Routes which show a more recent sequence number may be scheduled for ad-
vertisement at a time which depends on the average settling time for routes to
the particular destination under consideration.

Timing skews between the various Mobile Hosts are expected. The broadcasts
of routing information by the Mobile Hosts are to be regarded as somewhat
asynchronous events, even though some regularity is expected. In such a pop-
ulation of independently transmitting agents, some fluctuation could develop
using the above procedures for updating routes. It could turn out that a par-
ticular Mobile Host would receive new routing information in a pattern which
causes it to consistently change routes from one next hop to another, even
when the destination Mobile Host has not moved. This happens because there
are two ways for new routes to be chosen; they might have a later sequence
number, or they might have a better metric. A Mobile Host could conceivably
always receive two routes to the same destination, with a newer sequence num-
ber, one after another (via different neighbors), but always get the route with
the worse metric first. Unless care is taken, this will lead to a continuing burst
of new route transmittals upon every new sequence number from that destina-
tion. Each new metric is propagated to every Mobile Host in the neighborhood,
which propagates to their neighbors and so on.
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One solution is to delay the advertisement of such routes, when a Mobile Host
can determine that a route with a better metric is likely to show up soon. The
route with the later sequence number must be available for use, but it does
not have to be advertised immediately unless it is a route to a destination
which was previously unreachable. Thus, there will be two routing tables kept
at each Mobile Host: one for use with forwarding packets, and another to
be advertised via incremental routing information packets. To determine the
probability of imminent arrival of routing information showing a better metric,
the Mobile Host has to keep a history of the weighted average time that routes
to a particular destination fluctuate until the route with the best metric is
received. Received route updates with infinite metrics are not included in
this computation of the settling time for route updates. We hope that such
a procedure will allow us to predict how long to wait before advertising new
routes.

Operating DSDV at Layer 2

The addresses stored in the routing tables will correspond to the layer at which
this ad-hoc networking protocol is operated. That is, operation at Layer 3 will
use network layer addresses for the next hop and destination addresses, and
operation at Layer 2 will use Layer 2 Media Access Control (MAC) addresses.

Using MAC addresses for the forwarding table does introduce a new require-
ment, however. The difficulty is that Layer 3 network protocols provide com-
munication based on network addresses, and a way must be provided to re-
solve these Layer 3 addresses into MAC addresses. Otherwise, a multiplicity of
different address resolution mechanisms would be put into place, and a corre-
sponding loss of bandwidth in the wireless medium would be observed whenever
the resolution mechanisms were utilized. This could be substantial since such
mechanisms would require broadcasts and retransmitted broadcasts by every
Mobile Host in the ad-hoc network. Thus, unless special care is taken, ev-
ery address resolution might look like a glitch in the normal operation of the
network, which may well be noticeable to any active users.

The solution proposed here, for operation at Layer 2, is to include Layer 3
protocol information along with the Layer 2 information. Each destination
host would advertise which Layer 3 protocols it supports, and each Mobile
Host advertising reachability to that destination would include along, with
the advertisement, the information about the Layer 3 protocols supported at
that destination. This information would only have to be transmitted when
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it changes, which occurs rarely. Changes would be transmitted as part of
each incremental dump. Since each Mobile Host could support several Layer 3
protocols (and many will), this list would have to be variable in length.

Extending Base Station Coverage

Mobile computers will frequently be used in conjunction with base stations,
which allow them to exchange data with other computers connected to the wired
network. By participating in the DSDV protocol, base stations can extend
their coverage beyond the range imposed by their wireless transmitters. When
a base station participates in DSDV. it is shown as a default route in the tables
transmitted by a mobile station. In this way, mobile stations within range of a
base station can cooperate to effectively extend the range of the base station to
serve other stations outside the range of the base station, as long as those other
mobile stations are close to some other mobile station that is within range.

4 EXAMPLES OF DSDV IN OPERATION

R

Figure 1 Movement in an ad-hoc network

Consider M H, in Figure 1. Table 1 shows a possible structure of the forwarding
table which is maintained at M Hy. Suppose the address®. of each Mobile Host
is represented as M H; Suppose further that all sequence numbers are denoted

11f DSDV is operated at level 2 then M H,; denotes the MAC address, otherwise it denotes
a level 3 address
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Destination | NextHop | Metric | Sequence number Install Stable_data
MH1 MH2 2 S406-;MH1 TOO]._MH4 Ptrl_MHl
MH, MH» 1 S128_.MH, T001_-MHs | Ptrl_.MH,
MH; MH, 2 S564_M Hs TO01_MH,4 Ptrl1_MH;
MH,y MHy 0 ST1I0_MH, TO01_MHy Ptrl MH,
MHs MHs 2 S392_M H> T002_.MHs | Ptrl_ MHs
MHg MHs 1 S076_M Hg TO01_.MH, Ptrl1_MHg
MH~» MHsg 2 S128_MH~ TO02_M Hy Ptr1_M H»
MHg MHG 3 SOsO-MHg TOO?-MH4 Ptrl_MHs

Table 1 Structure of the M H4 forwarding table

SNNN_M H;, where M H,; specifies the computer that created the sequence
number and SNNN is a sequence number value. Also suppose that there are
entries for all other Mobile Hosts, with sequence numbers SNNN_M H;, before
M H; moves away from M H,. The install time field helps determine when to
delete stale routes. With our protocol, the deletion of stale routes should rarely
occur, since the detection of link breakages should propagate through the ad-
hoc network immediately. Nevertheless, we expect to continue to monitor for
the existence of stale routes and take appropriate action.

From table 1, one could surmise, for instance, that all the computers became
available to M H, at about the same time, since its install_time for most of
them is about the same. Ptrl_M H; would all be pointers to null structures,
because there are not any routes in Figure 1 which are likely to be superseded
or compete with other possible routes to any particular destination.

Table 2 shows the structure of the advertised route table of M Hy.

Now suppose that M H; moves into the general vicinity of M Hg and M H7, and
away from the others (especially M H3). The new internal forwarding tables at
M Hy might then appear as shown in table 3.

Only the entry for M H; shows a new metric, but in the intervening time,
many new sequence number entries have been received. The first entry thus
must be advertised in subsequent incremental routing information updates un-
til the next full dump occurs. When M H; moved into the vicinity of M Hyg
and M Hy, it triggered an immediate incremental routing information update
which was then broadcast to M Hg. M Hg, having, determined that significant
new routing information had been received, also triggered an immediate update
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Destination | Metric | Sequence number
MH, 2 S406_M H,
MH, 1 S128_M H-

M Hs 2 S564_M Hj
MHy 0 S7T10_.M H,
MHs 2 S392_M H
MHs 1 S076_M Hg
MH; 2 S128_ M H~
MHsg 3 S050_M Hyg

Table 2 Advertised route table by M Hy

Destination | NextHop | Metric | Sequence number Install Stable_data
MHl MH6 3 S516_MH, T810_MH, Ptr1.MH;
MH, MH, 1 S238_M H, TO01_MH, Ptr1_.MH>
MH3 MH2 2 8674_MH3 TOOl_MH4 Ptrl_MH3
MH, MH, 0 S820_M H, TOO1_MH,4 Ptrl1_MH,
MH5 MHe 2 S502-MH5 TOO?-MH4 Ptrl_MHs
MHse MHg 1 S186_M Hg TO01.MH,4 Ptr1_MHs
MH~ MHg 2 S238_MH~ TO02_.M H, Ptrl_MH~
MHg MHG 3 SlGO_MHg TOOQ_MH4 Ptl‘l_MHg

Table 3 MH, forwarding table (updated)

which carried along the new routing information for M H,. M H,, upon receiv-
ing this information, would then broadcast it at every interval until the next
full routing information dump. At M Hj, the incremental advertised routing
update would have the form as shown in table 4.

In this advertisement, the information for M H, comes first, since it is doing
the advertisement. The information for M H; comes next, not because it has a
lower address, but because M H; is the only one which has any significant route
changes affecting it. As a general rule, routes with changed metrics are first
included in each incremental packet. The remaining space is used to include
those routes whose sequence numbers have changed.

In this example, one node has changed its routing information, since it is in
a new location. All nodes have transmitted new sequence numbers recently.
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If there were too many updated sequence numbers to fit in a single packet,
only the ones which fit would be transmitted. These would be selected with a
view to fairly transmitting them in their turn over several incremental update
intervals. There is no such required format for the transmission of full routing
information packets. As many packets are used as are needed, and all available
information is transmitted. The frequency of transmitting full updates would
be reduced if the volume of data began to consume a significant fraction of the
available capacity of the medium.

Destination | Metric | Sequence number
MH, 0 S820_.M H,4
MH; 3 S516_M H,
MH, 1 S238_M H,
MH; 2 S674_M H;
MHs 2 S502_M Hj
MHg 1 S186_M Hg
MH; 2 S238_ M H,
MHsg 3 S160_M Hg

Table 4 M H4 advertised table (updated)

Damping Fluctuations

The following describes how the settling time table is used to prevent fluctua-
tions of routing table entry advertisements. The general problem arises because
route updates are selected according to the following criteria:

8 Routes are always preferred if the sequence numbers are newer;

m  Otherwise, routes are preferred if the sequence numbers are the same and
yet the metric is better (lower).

To see the problem, suppose that two routes with identical sequence numbers
are received by a Mobile Host, but in the wrong order. In other words, suppose
that M H, receives the higher metric next hop first, and soon after gets another
next hop with a lower metric but the same sequence number. This could
happen when there are a lot of Mobile Hosts, transmitting their updates not
quite regularly. Alternatively, if the Mobile Hosts are acting independently and
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Figure 2 Receiving fluctuating routes

with markedly different transmission intervals, the situation could occur with
correspondingly fewer hosts. Suppose, in any event, in Figure 2 that there
are enough Mobile Hosts to cause the problem, in two separate collections
of Mobile Hosts both connected to a common destination M Hg, but with no
other Mobile Hosts in common. Suppose further that all Mobile Hosts are
transmitting updates approximately every 15 seconds, that Mobile Host M H,
has a route to M Hg with 12 hops, and Mobile Host M Hg has a route to M Hy
with 11 hops. Moreover, suppose that the routing information update from
M H; arrives at M H, approximately 10 seconds before the routing information
update from M Hg. This might occur every time that a new sequence number
is issued from Mobile Host M Hy. In fact, the time differential can be drastic
if any Mobile Host in collection II begins to issue its sequence number updates
in multiple incremental update intervals, as would happen, for instance, when
there are too many hosts with new sequence number updates for them all to fit
within a single incremental packet update. In general, the larger the number
of hops, the more drastic differentials between delivery of the updates can be
expected in Figure 2.

The settling time data is stored in a table with the following fields, keyed by
the first field:
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®  Destination address
m  Last settling time

m  Average settling time

The settling time is calculated by maintaining a running, weighted average over
the most recent updates of the routes, for each destination.

Suppose a new routing information update arrives at M Hy4, and the sequence
number in the new entry is newer than the sequence number in the currently
used entry but has a worse (i.e., higher) metric. Then M H, must use the new
entry in making subsequent forwarding decisions. However, M H, does not have
to advertise the new route immediately and can consult its route settling time
table to decide how long to wait before advertising it. The average settling
time is used for this determination. For instance, M H4y may decide to delay
(average.settling_time x 2) before advertising a route.

This can be quite beneficial, because if the possibly unstable route were adver-
tised immediately, the effects would ripple through the network, and this bad
effect would probably be repeated every time Mobile Host M Hy’s sequence
number updates rippled through the ad-hoc network. On the other hand, if a
link via Mobile Host M Hg truly does break, the advertisement of a route via
M Hy should proceed immediately. To achieve this when there is a history of
fluctuations at Mobile Host M Hy, the link breakage should be detected fast
enough so that an intermediate host in Collection II finds out the problem and
begins a triggered incremental update showing an oo metric for the path along
the way to Mobile Host M Hy. Routes with an co metric are required by this
protocol to be advertised immediately, without delay.

In order to bias the damping mechanism in favor of recent events, the most
recent measurement of the settling time of a particular route must be counted
with a higher weighting factor than are less recent measurements. And, impor-
tantly, a parameter must be selected which indicates how long a route has to
remain stable before it is counted as truly stable. This amounts to specifying
a maximum value for the settling time for the destination in the settling time
table. Any route more stable than this maximum value will cause a triggered
update if it is ever replaced by another route with a different next hop or metric.

When a new routing update is received from a neighbor, during the same time
that the updates are applied to the table, processing also occurs to delete
stale entries. Stale entries are defined to be those for which no update has
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been applied within the last few update periods. Each neighbor is expected to
send regular updates; when no updates are received for a while, the receiver
may make the determination that the corresponding computer is no longer a
neighbor. When that occurs, any route using that computer as a next hop
should be deleted, including the route indicating that computer as the actual
(formerly neighboring) destination. Increasing the number of update periods
that may transpire before entries are determined would result in more stale
routing entries, but would also allow for more transmission errors. Transmission
errors are likely to occur when a CSMA-type broadcast medium is used, as may
well be the case for many wireless implementations. When the link breaks, an
oo metric route should be advertised for it, as well as for the routes that depend
on it.

The new routing algorithm was particularly developed for enabling the creation
of ad-hoc networks, which are most specifically targeted for the operation of
mobile computers. However, the routing algorithm itself, and the operation of
an ad-hoc network, can be beneficially used in situations which do not include
mobile computers. For instance, the routing algorithm could be applied in
any situation where reduced memory requirements are desired {(compared to
link-state routing algorithms). The operation of an ad-hoc network could be
applied to wired as well as wireless mobile computers. In general, then, we
provide a new destination-sequenced routing algorithm, and this algorithm is
supplemented by a technique for damping fluctuations.

5 PROPERTIES OF THE DSDV
PROTOCOL

At all instants, the DSDV protocol guarantees loop-free paths to each destina-
tion. To see why this property holds, consider a collection of N mobile hosts
forming an instance of an ad-hoc style network. Further assume that the sys-
tem is in steady-state, i.e. routing tables of all nodes have already converged
to the actual shortest paths. At this instant, the next node indicators to each
destination induce a tree rooted at that destination. Thus, routing tables of
all nodes in the network can be collectively visualized as forming N trees, one
rooted at each destination. In the following discussion, we’ll focus our attention
on one specific destination z and follow the changes occurring on the directed
graph G(z) defined by nodes ¢ and arcs (4, p?) where p? denotes the next-hop
for destination x at node i. Operation of DSDV algorithm ensures that at every
instant G(x) is loop-free, or rather, it is a set of disjoint directed trees. Each
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such tree is rooted either at x or at a node whose next-hop is nil. Since this
property holds with respect to each destination z, all paths induced by routing
tables of DSDV algorithm are indeed loop free at all instants.

Potentially a loop may form each time node ¢ changes its next-hop. There are
two cases which should be considered. First, when node i detects that the link
to its next-hop is broken, the node resets p? to nil. Clearly, this action cannot
form a loop involving ¢. The second scenario occurs when node ¢ receives, from
one of its neighbors k, a route to xz, with sequence number s§ and metric m,
which is selected to replace the current route it has through p?. Let s7 denote
the value of the sequence number stored at node 7 and d¥ denote the distance
estimate from i to z just prior to receiving route from k. ¢ will change its
next-hop from pf to k only if either of the following two happens.

1. the new route contains a newer sequence number, i.e., s > s

2. the sequence number sf is same as s¥, but the new route offers a shorter
path to z, i.e, m < di;

In the first case, by choosing & as its new next-hop node ¢ cannot close a loop.
This can be easily deduced from the following observation. A node i propagates
sequence number s7 to its neighbors only after receiving it from its current next-
hop. Therefore, at all times the sequence number value stored at the next-hop
is always greater or equal to the value stored at ¢. Starting from node ¢, if
we follow the chain of next-hop pointers, the sequence number values siored at
visited nodes would form a nondecreasing sequence. Now suppose node i forms
a loop by choosing k as its next-hop. This would imply that s§ < s¥. But this
contradicts our initial assumption that s§ > s¥. Hence, loop-formation cannot
occur if nodes use newer sequence numbers to pick routes.

The loop-free property holds in the second scenario due to a theorem proved
by Jaffe and Moss [7], which states that in presence of static or decreasing link
weights distance-vector algorithms always maintain loop-free paths.

6 COMPARISON WITH OTHER
METHODS

The table 5 presents a quick summary of some of the main features of a few
chosen routing protocols. The chosen set, although small, is representative of
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Routing Method | Looping | Internodal Space
Coordination | Complexity

Bellman Ford [5] | s/1 - O(nd)

Link State [3] s - O(n +e)
Loop-free BF [6] | s - O(nd)

RIP [4] s/l - O(n)
Merlin Segall [9] | loop free | Required O(nd)
Jaffe Moss [7] loop free | Required O(nd)
DSDV loop free | - O(n)

s - short term loop, [ - long term loop
n - number of nodes. d - maximum degree of a node

Table 5 Comparison of various routing methods

a variety of routing techniques most commonly employed in operational data
networks. Except for the link-state approach, all routing methods shown in the
table are a variant of the basic distance-vector approach. The comparison crite-
ria reflects some of the most desirable features that a routing algorithm should
possess for it be useful in a dynamic ad-hoc style environment. In wireless me-
dia, communication bandwidth is the most precious and scarce resource. The
formation of any kind of routing loops, therefore, is highly undesirable. In the
case of infrared LANS which employ a pure CSMA protocol, looping packets not
only consume the communication bandwidth but they can further degrade the
performance by causing more collisions in the medium. A common technique
employed for loop prevention is what we call internodal-coordination whereby
strong constraints on the ordering of the updates among nodes is imposed. The
resulting internode protocols tend to be complex. Furthermore, their update
coordination may restrict a node’s ability to obtain alternate paths quickly in
an environment where topology changes are relatively frequent. The last crite-
ria used for comparison is the space requirement of the routing method. Nodes
in an ad-hoc network may be battery powered lap-tops, or even hand-held note-
books, which do not have the kind of memory that NSFNET dedicated routers
are expected to have. Therefore, economy of space is of importance.

The primary concern with using a Distributed Bellman Ford algorithm in
ad-hoc environment is its susceptibility towards forming routing loops and
counting-to-infinity problem. RIP [4], which is very similar to DBF algorithm,
also suffers from the same problem. Unlike DBF, RIP only keeps track of the
best route to each destination, which results in some space saving at no ex-
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tra performance hit. RIP also employs techniques known as split-horizon and
poisoned-reverse to avoid a ping-pong style of looping, but these techniques
are not powerful enough to avoid loops involving more than two hops. The
primary cause of loop formation in BF style algorithms is that nodes make
uncoordinated modifications to their routing tables based on some information
which could be incorrect. This problem is alleviated by employing an intern-
odal coordination mechanism as proposed by Merlin and Segall in [9]. A similar
technique, but with better convergence results, is developed by Jaffe and Moss
in [7]. However, we do not know of any operational routing protocols which
employ these complex coordination methods to achieve loop-freedom, which
leads us to the conclusion that from a practical point of view the usefulness of
such complex methods is diminished.

Link-state [3] algorithms are also free of the counting-to-infinity problem. How-
ever, they need to maintain the up-to-date version of the entire network topol-
ogy at every node, which may constitute excessive storage and communication
overhead in a highly dynamic network. Besides, link-state algorithms proposed
or implemented to date do not eliminate the creation of temporary routing-
loops.

It is evident that within ad-hoc environment design tradeoffs and the con-
straints under which a routing method has to operate are quite different. The
proposed DSDV approach offers a very attractive combination of desirable fea-
tures. Its memory requirement is very moderate O(n). It guarantees loop-free
paths at all instants, and it does so without requiring nodes to participate in
any complex update coordination protocol. The worst case convergence behav-
ior of the DSDV protocol is certainly non-optimal but, in the average case, it
is expected that convergence will be quite rapid.

7 FUTURE WORK

There are many parameters of interest which control the behavior of DSDV, for
instance the frequency of broadcast. the frequency of full routing table dumps
versus incremental notifications, and the percentage change in the routing met-
ric which triggers an immediate broadcast of new routing information. We hope
to discover optimal values for many of these parameters for large populations
of mobile computers by performing simulations.
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Our original goals did not include making any changes to the existing idea of
using the number of hops as the sole metric for making route table selections.
We ended up designing a method to combat fluctuations in route tables at
the mobile nodes which can be caused by information arriving faster over a
path which has more hops. However, it may well be the case that such paths
are preferable just because they are faster, even if more mobile computers are
involved in the creation of the path. We would like to consider how to improve
the routing metric by taking into account a more sophisticated cost function
which includes the effects of time and cost as well as merely the number of
hops.

DSDV approach relies on periodic exchange of routing information among all
participating stations. An alternative is to design a system that performs route
discovery on a need-to-know basis. For devices operating on limited battery
power this could be an important design consideration.

A pure on-demand system operates in two phases: route-discovery and route-
maintenance. A source starts the first phase by broadcasting a route discovery
(RD) packet in the network. These packets are relayed by all participating
nodes to their respective neighbors. As an RD packet travels from a source to
various destinations, it automatically causes formation of reverse paths from
visited nodes to the source. In order to setup a reverse path, a node is only
required to record the address of the neighbor from which it receives the first
copy of the RD packet. Any duplicates received thereafter are discarded. When
the RD packet arrives at the destination, a reply is generated and forwarded
along the reverse path. By a mechanism similar to reverse-path set-up, forward
route entries get initialized as the reply packet travels towards the source. Nodes
not lying on the path between source/destination pairs eventually timeout their
"reverse path” routing entries. Once the path set up is complete, the route
maintenance phase takes over. The second phase is responsible for maintaining
paths between active source/destination pairs in face of topological changes.

8 SUMMARY

Providing convenient connectivity for mobile computers in ad-hoc networks is
a challenge that is only now being met. DSDV models the mobile computers as
routers cooperating to forward packets as needed to each other. We believe this
innovative approach makes good use of the properties of the wireless broadcast
medium. Our approach can be utilized at either the network layer (layer 3), or
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below the network layer but still above the MAC layer software in layer 2. In
the latter case certain additional information should be included along with the
routing tables for the most convenient and efficient operation. The information
in the routing tables is similar to what is found in routing tables with today’s
distance vector (Bellman-Ford) algorithms. but includes a sequence number,
as well as settling-time data useful for damping out fluctuations in route table
updates.

All sequence numbers are generated by the destination computer in each route
table entry, except for the cases when a link has been broken; the latter case is
described by an oo metric. This case is easily distinguishable, since no infinite
metric will ever be generated along the tree of intermediate nodes receiving
updates originating from the destination. By the natural operation of the pro-
tocol, the metric chosen to represent broken links will be superseded by real
routes propagated from the newly located destination as soon as possible. Any
newly propagated routes will necessarily use a metric less than what was used
to indicate the broken link. This allows real route data to quickly supersede
temporary link outages when a mobile computer moves from one place to an-
other.

We have borrowed the existing mechanism of triggered updates to make sure
that pertinent route table changes can be propagated throughout the popula-
tion of mobile hosts as quickly as possible whenever any topology changes are
noticed. This includes movement from place to place, as well as the disappear-
ance of a mobile host from the interconnect topology (perhaps as a result of
turning off its power).

In order to combat problems arising with large populations of mobile hosts,
which can cause route updates to be received in an order delaying the best
metrics until after poorer metric routes are received, we have separated the
route tables into two distinct structures. The actual routing is done according
to information kept in the internal route table, but this information is not
always advertised immediately upon receipt. We have defined a mechanism
whereby routes are not advertised until it is likely, based upon past history,
that they are stable. This measurement of the settling time for each route is be
biased towards the most recent measurements for the purposes of computing
an average.

We have found that mobile computers, modeled as routers, can effectively co-
operate to build ad-hoc networks. We hope to explore further the necessary
application-level support needed to automatically enable use of the network-
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layer route capabilities to provide simple access to conferencing and workplace
tools for collaboration and information sharing.
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ABSTRACT

We explore the performance of reliable data communication in mobile computing en-
vironments. Motion across wireless cell boundaries causes increased delays and packet
losses while the network learns how to route data to a host’s new location. Reliable
transport protocols like TCP interpret these delays and losses as signs of network
congestion. They consequently throttle their transmissions, further degrading perfor-
mance. We quantify this degradation through measurements of protocol behavior in
a wireless networking testbed. We show how current TCP implementations introduce
unacceptably long pauses in communication during cellular handoffs (800 milliseconds
and longer), and propose an end-to-end fast retransmission scheme that can reduce
these pauses to levels more suitable for human interaction (200 milliseconds). Our
work makes clear the need for reliable transport protocols to differentiate between
motion-related and congestion-related packet losses, and suggests how to adapt these
protocols to perform better in mobile computing environments.
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1 INTRODUCTION

Reliable transport protocols have been tuned for networks composed of wired
links and stationary hosts. They adapt to prevailing end-to-end delay condi-
tions throughout the life of a connection, and interpret unexpected increases
in delay as packet losses caused by congestion. In response to perceived losses,
protocols like the Transmission Control Protocol (TCP) [9] aggressively slow
their transmissions to allow the network to recover. These congestion control
policies have proven beneficial in improving the overall performance of networks
like the Internet. The premise underlying these policies, that packet losses are
largely due to congestion, is correct for existing networks.

Future networks, however, will include wireless links and mobile hosts. In par-
ticular, there will be local-area networks composed of wireless cells of a few
meters in diameter. Such microcellular networks are desirable for three impor-
tant reasons: they offer high aggregate bandwidth, they require low power from
mobile transceivers, and they provide accurate location information. Users in
microcellular environments will often carry hosts across cell boundaries without
warning and in the midst of data transfers.

Transport-level connections will thus encounter types of delay and loss that are
unrelated to congestion. First, communication may pause while the handoff
between cells completes and packets can again be routed to and from the mobile
host. Second, packets may be lost due to futile transmissions over the wireless
network when a mobile host moves out of reach of other transceivers, especially
in networks with little or no overlap between cells. Third, packets may be
lost due to the relatively frequent transmission errors suffered by wireless links.
Some performance degradation due to these delays and losses is unavoidable.

These events also trigger congestion control procedures that further degrade
performance. In particular, TCP implementations continually measure how
long acknowledgements take to return. They maintain a running average of
this delay and an estimate of the expected deviation in delay from the average.
If the current delay is longer than the average by more than twice the expected
deviation, TCP assumes that the packet was lost. In response, TCP retransmits
the lost packet and initiates congestion control procedures to give the network
a chance to recover [7]. First, TCP drops the transmission window size to
reduce the amount of data in transit through the network. Second, it activates
the slow-start algorithm to restrict the rate at which the window grows to
previous levels. Third, it resets the retransmission timer to a backoff interval
that doubles with each consecutive timeout.
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When motion is mistaken for congestion, these procedures result in significant
reductions in throughput and unacceptable interactive delays for active connec-
tions. The degradation is readily apparent, for example, to users of emerging
ubiquitous computing environments [3].

This paper quantifies the effects of motion on throughput and delay, identifies
the factors that contribute to the loss of performance, and suggests an end-
to-end approach for alleviating the problem. It shows how waits for TCP’s
retransmission timeouts cause pauses in communication that last 0.8 seconds
and longer after each cell crossing. Other researchers have called attention
to the long pauses caused by TCP’s exponential backoff policy [2][6][8], but
to our knowledge this is the first systematic treatment of this problem. This
paper also describes how using TCP’s fast retransmission procedure can reduce
these pauses to 0.2 seconds. We focus on TCP because it is the most widely
used reliable transport protocol and will be used in at least the first generation
of mobile computing environments. Furthermore, lessons learned from TCP
apply to other reliable transport protocols that must deal with both mobility
and congestion.

The remainder of this paper is organized as follows. Section 2 describes the
wireless networking testbed used to obtain our results. Section 3 presents the
measured effects of host motion on the performance of reliable transport pro-
tocols. Section 4 proposes and evaluates an end-to-end approach to alleviating
the negative effects of motion. Section 5 discusses wireless transmission errors
as an area for future work, and Section 6 concludes the paper.

2 WIRELESS NETWORKING TESTBED

We explore the effects of mobility through measurements of transport protocol
behavior in a wireless networking testbed. The testbed consists of mobile hosts
(MH), mobility support stations (MSS), and stationary hosts (SH) deployed in
an ordinary office environment. Mobile hosts connect to a 2-Mbit/second Wave-
LAN local-area wireless network. WaveLAN is a direct-sequence spread spec-
trum radio product from AT&T. Stationary hosts connect to a 10-Mbit/second
Ethernet local-area wired network. Mobility support stations connect to both
networks. Figure 1 shows the minimum testbed configuration.

All hosts and support stations are equipped with 50-MHz 1486 processors, 330-
Mbyte hard disks, 16 Mbytes of memory, and the necessary network interface
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Figure 1 Wireless networking testbed

hardware. They run the 4.3BSD-Tahoe version of TCP from the University of
California at Berkeley, Mobile IP software from Columbia University [6], and
the Mach 3.0 microkernel and Unix server (MK77/UX37) from Carnegie Mellon
University [1]. 4.3BSD-Tahoe TCP is widely used throughout the Internet and
implements exponential retransmission backoffs and the slow-start algorithm.

2.1 Cellular Handoff Procedures

Each MSS defines one cell and is responsible for the MHs in its cell. It acts
as the default gateway for those MHs. routing packets that originate in an
MH from the wireless to the wired part of the network. Similarly, it forwards
packets destined to an MH from the wired to the wireless part of the network.

MHs and MSSs collaborate to perform handoffs between cells. MSSs make their
presence known by broadcasting periodic beacons over the wireless network. An
MH decides to switch cells when it receives a beacon from a new MSS with a
stronger wireless signal than the beacon from the old MSS, or when it receives
the first beacon from a new MSS after failing to receive beacons from the old
MSS.

To switch cells the MH sends a greeting packet to the new MSS, and changes
its own routing tables to make the new MSS its default gateway. It also notifies
the new MSS of the identity of the old MSS. The new MSS acknowledges the
greeting to the MH, adds the MH to the list of MHs for which the new MSS is
responsible, and begins to route the MH’s packets accordingly. The new MSS
also informs the old MSS that the host has moved and can be reached through
the new MSS. The old MSS then adjusts its routing tables in order to forward
to the new MSS any packets that arrive for the MH, and acknowledges the
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handoff to the new MSS. Finally, the new MSS acknowledges the completion
of the handoff to the MH. Further details of this protocol are found in [6].

2.2 Methodology

In our experiments, we initiate a reliable data transfer over a TCP connection
between an MH and an SH, we cause the MH to cross cell boundaries while the
connection is active, and we measure the performance of the connection.

We simulate motion across cell boundaries in software. The MH in our testbed
is always in range of both MSSs, but we modified the Mobile IP software on the
MH to ignore beacons from all but one MSS. After the MH spends a specified
number of beaconing periods in that MSS’s cell, the modified software listens
for a beacon from the other MSS in order to initiate handoff procedures with
the new MSS.

An important benefit of simulating motion in software is that it lets us study
networks with overlapping cells as well as networks with non-overlapping cells.
When adjacent cells overlap and an MH is in the region of overlap, packets can
continue to flow between the MH and the old MSS while the handoff to the
new MSS is in progress. When cells do not overlap, there is an unavoidable
pause in network-level communication while the MH is out of reach from the
old MSS and the handoff to the new MSS has not yet completed. The testbed
allows us to explore the full range of handoff scenarios, from the case when the
MH is in contact with both MSSs throughout the handoff, to the case when
the MH cannot communicate with any MSS for an arbitrary interval of time
after it leaves the old cell.

Another benefit of simulating motion in software is that it gives us precise
control over the instant when handoffs begin. Under normal circumstances,
handoffs begin at indeterminate times based on the time remaining in a cell’s
beaconing period when a host enters the cell, or on the relative strengths of
two wireless signals. Our testbed makes this process deterministic and there-
fore allows us to reliably reproduce test conditions. Finally, simulating motion
in software eliminates the need to physically move test equipment during ex-
periments.
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3 THE EFFECTS OF MOTION

We ran a number of experiments in the manner described above. We found that
throughput dropped significantly in the presence of motion. We then analyzed
the problem in more detail to determine the causes of the performance loss.
We tracked the TCP sequence number and window size over the lifetime of a
connection to determine how TCP behaved during handoffs. We also traced
TCP and Mobile IP packets during the course of each handoff to determine if
any packets were lost and why. This section presents our results.

Due to space limitations, we only present results for the case where data packets
flow from the MH to the SH and acknowledgement packets flow from the SH
to the MH. However, we also ran our experiments for the opposite case, with
very similar results. We summarize our results for both cases in Section 4.4.

Average

throughput
( Kbit / sec)

1600
100 % 1510
94 % [
1100
69 %
No Overlapping 0 - second 1 - second
handoffs cells rendezvous delay  rendezvous delay

Non- overlapping cells

Figure 2 Loss of throughput due to host motion

3.1 Loss of Throughput

Figure 2 shows the average application-level throughput achieved when trans-
ferring 4 Mbytes of data between an MH and an SH. From left to right, the
vertical bars represent the throughput obtained under four scenarios:
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®  The MH does not move.
8 The MH moves between overlapping cells.

s The MH moves between non-overlapping cells and receives a beacon from
the new MSS at the instant it leaves the old cell (0-second rendezvous
delay).

m  The MH moves between non-overlapping cells and receives a beacon from
the new MSS one second after leaving the old cell (1-second rendezvous
delay).

In the scenarios that involve motion, the beaconing period is 1 second and the
MH switches cells every 8 beaconing periods. These parameters were chosen to
allow TCP connections to attain maximum throughput between handoffs while
also allowing us to observe multiple handoffs during a single data transfer.

We believe these four scenarios show a complete and fair picture of the prob-
lems introduced by host motion. We use the no-motion scenario as a base for
comparison. The motion scenario with overlapping cells represents the best
handoff performance possible with our hardware and software. It is realizable
in a real network only if overlap regions are large enough, and hosts move slowly
enough, for handoff operations to complete while a moving host is still in the
overlap region. The scenario with zero rendezvous delay represents the min-
imum network-level interruption introduced by non-overlapping cell handoffs.
It is realizable only if the MH does not have to wait for a beacon before it
can communicate with the new MSS, for example in a network where MSSs
announce their presence by means of a continuous signal. Finally, the scenario
with a 1-second rendezvous delay shows what happens as the length of network-
level interruptions increases. It is a realistic scenario when a periodic beaconing
scheme is used, since an MH may have to wait up to a full beaconing period
before it receives a beacon from the new MSS.

As shown in Figure 2, throughput degrades substantially in the presence of mo-
tion across non-overlapping cells. In the overlapping cell scenario, throughput
degrades only slightly, by 6%. In the non-overlapping cell scenario with zero
rendezvous delay, throughput drops by 12% even though only 3 handoffs occur
in the roughly 24-second lifetime of the connection. Throughput drops much
further with a 1-second rendezvous delay, by 31% with 3 handoffs in roughly
29 seconds.

In the rest of this section we study the causes of this performance degradation
in increasing detail. We concentrate on single handoffs to eliminate from our
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results any dependencies on the parameters of the throughput test discussed
above {4 Mbytes of data with handoffs every 8 seconds). Our results will thus
apply to all cell handoffs in each motion scenario.

3.2 Pauses in Communication

Figure 3 shows how the TCP sequence number behaves over the life of a con-
nection. In this example, the MH moves between non-overlapping cells with
a 1-second rendezvous delay. As shown, the sequence number ceases to ad-
vance for roughly 3 seconds after the first two cell crossings, and for roughly 1
second after the last crossing. A 3-second pause is typical of a 1-second ren-
dezvous delay, while a 1-second pause is more typical of a 0-second rendezvous
delay. During these pauses, TCP transmits no new data and transport-level
communication comes to a halt.

— —~ Cell crossing

Sequence number (Mbytes)

0 10 20 30

Time (seconds)

Figure 3 Behavior of TCP sequence number in response to cell boundary
crossings

The effect is also visible in Figure 4, which graphs the TCP congestion window
over the life of the same connection. The congestion window is an upper bound
on the transmission window, which in turn controls how much unacknowledged
data a TCP connection can have in transit over the network. As shown, the
congestion window stops growing with every cell crossing. Some time after the
crossing, the window shrinks to its minimum value and eventually begins to
grow again. The intervals between when the window stops growing and when



Transport Protocol Performance in Mobile Environments 215

it begins to grow again correspond to the 3-second and 1l-second pauses in
communication noted above.

60 —
40 H
— — — - Cell crossing

20 -

Window size (Kbytes)

Time (seconds)

Figure 4 Behavior of TCP congestion window in response to cell boundary
crossings

3.3 Packet Losses

The long pauses in communication are caused by TCP’s response to packet
losses. Losses occur due to routing inconsistencies during non-overlapping cell
handoffs. Consider the route from the MH to the SH. When the MH leaves
a cell without warning, its routing tables continue to point to the old MSS as
the default gateway. The MH does not know it has moved and therefore does
not change its routing tables until a beacon arrives from the new MSS. Until
then, the MH continues to send packets destined for the SH directly to the old
MSS. These packets are lost because the MH can no longer reach the old MSS
through the wireless interface.

Inconsistencies persist longer with the route from the SH to the MH. The old
MSS does not know that the MH has left the cell until an explicit notification
arrives from the new MSS, which cannot send the notification before it receives a
greeting from the MH. Until the old MSS learns of the MH’s motion, it continues
to route packets directly to the MH. These packets are also lost because the
old MSS can no longer reach the MH. Any other parts of the network involved
in the handoff must also wait for explicit notification that the MH has moved
before they can change their routing tables to point away from the old MSS to
the new MSS.
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Figure 5 shows what happens during one handoff in the case of zero rendezvous
delay. Although the beacon from the new MSS arrives concurrently with the
cell crossing, the MH’s routing tables do not point to the new MSS until 0.05
seconds after the cell crossing. Similarly, the old MSS’s routing tables do not
point to the new MSS until 0.15 seconds after the cell crossing. Although
the system overhead implicit in these figures can be reduced through careful
implementation, handoff latency cannot be altogether eliminated because at
least two packet exchanges are needed to notify both the new MSS and the old
MSS that the MH has changed cells. Because these packets incur unavoidable
propagation delays, there will always be a window of opportunity during which
both data and acknowledgement packets can be routed to unreachable wireless
transceivers.

Cell
crossing MH Old MSS
Beacon changes changes Retransmission
arrives route route timeout
1.0 //
Last timed
transmission

0 0.05 0.15 / / 0.8 Time (seconds)
Packet losses

Figure 5 Handoff latency and related packet losses with a 0-second ren-
dezvous delay

An active TCP connection thus loses up to a full transmission window’s worth of
packets and related acknowledgements during each handoff. Once the transmis-
sion window fills, communication stops until the retransmission timer expires.
When a timeout occurs, TCP retransmits the earliest unacknowledged packet,
doubles the retransmission interval, and resets the timer. If the handoff is not
yet complete when the timeout occurs, the retransmitted packet is also lost
and TCP waits for yet another timeout before retransmitting. A single time-
out is typical of zero rendezvous delay, as shown on Figure 5. Two consecutive
timeouts are typical of a 1-second rendezvous delay, as shown on Figure 6.
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Figure 6 Handoff latency and related packet losses with a 1-second ren-
dezvous delay

It is evident how waits for retransmission timeouts freeze transport-level com-
munication for 0.8 seconds or more with each cell crossing across non-overlap-
ping cells, and are responsible for a large part of the throughput losses reported
earlier. In contrast, handoffs between overlapping cells do not cause the same
long pauses in communication because the implementation of overlapping cells
in our testbed insures that no packets are lost during those handoffs. The slight
throughput losses reported earlier for the overlapping cell scenario are due to
encapsulation and forwarding delays during handoffs.

3.4 Slow Recovery

As shown in Figure 4, the congestion window drops abruptly after a cell cross-
ing when the retransmission timer goes off, but returns only gradually to its
previous level once transport-level communication resumes. TCP’s slow-start
algorithm [7] is responsible for this behavior. As acknowledgements reach the
TCP transmitter, slow-start first grows the congestion window exponentially
until it reaches a threshold, then grows it linearly. The threshold is set to
one half of the window size at the time of the retransmission timeout. The
slow-start threshold thus decays exponentially with consecutive timeouts.

The slow recovery after each handoff contributes to the loss of throughput
discussed earlier, but only moderately. Our measurements show that the algo-
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rithm throttles transmissions for approximately 1 second after communication
resumes. At that point the connection again reaches its maximum throughput
(1.6 Mbit/second), and the congestion window ceases to affect performance.

3.5 Unacceptable Interactive Response

Interactive delays are a concern in addition to throughput. Studies of human
factors indicate that people perceive interactive response to be “bad” if it takes
longer than 100 to 200 milliseconds [11]. As discussed above and shown in
Figures 3, 4, 5, and 6. transport-level communication comes to a halt for 800
milliseconds or longer after non-overlapping cell crossings. Furthermore, these
pauses grow exponentially with growing rendezvous delays due to TCP’s expo-
nential retransmission backoff policy. In interactive applications that use TCP
for reliable data transport, user inputs and their responses will be unable to
travel between mobile hosts and remote servers during these pauses.

Although users may not always interact with their computers while moving,
there will certainly be times when they will do so soon after stopping. Our
results show that pauses will persist from 650 milliseconds to several seconds
after a host enters a new cell and the handoff completes. Motion will thus lead
to unacceptable interactive response unless we solve the problems presented in
this section.

4 IMPROVING PERFORMANCE

Our results demonstrate that we must improve the performance of reliable
transport communication in mobile computing environments. Two approaches
are possible: hiding motion from the transport level, and adapting the transport
level to react better to motion.

4.1 Smooth Handoffs

Cellular networks should strive to provide smooth handoffs in order to eliminate
packet losses during cell crossings and thus hide motion from the transport
level. As we have shown with our testbed, one way to achieve this goal is to
implement “make then break” handoffs and to engineer enough overlap between
cells to insure that handoffs complete before an MH loses contact with the old
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MSS. However, there are compelling reasons to build networks with little or no
overlap between small cells:

m  They offer high aggregate bandwidth because they can use the same por-
tion of the electromagnetic spectrum in nearby cells. Bandwidth is scarce
in wireless networks.

m  They support low-powered mobile transceivers because signals need only
reach short distances. Mobile computers have stringent power consump-
tion requirements.

®  They provide accurate location information because cells are small and
sharply defined. Location information adds important functionality to
distributed systems.

It is possible to provide smooth handoffs in spite of packet losses due to motion
between non-overlapping cells. For example, MSSs could buffer packets they
have recently sent to MHs. When an MSS is notified that an MH has moved
out of the MSS’s cell, the MSS can send the buffered packets for that MH to
the MSS now responsible for the MH. The new MSS can in turn forward the
packets to the MH. This technique increases the memory requirements of the
MSSs, but may prove feasible because the amount of data that an MSS needs
to buffer is bounded by the maximum handoff latency between adjacent cells.

However, it is unlikely that all cellular networks will provide perfectly smooth
handoffs in the near future. It is therefore worthwhile to investigate transport-
level techniques for alleviating the effects of packet losses during handoffs.

4.2 More Accurate Retransmission Timers

The long pauses in communication presented in Section 3 are due partly to
inaccurate retransmission timers. TCP implementations historically have used
coarse timers with a 300- to 500-millisecond resolution. For example, the
4.3BSD-Tahoe implementation in our testbed uses a 500-millisecond resolu-
tion timer. The resulting minimum timeout value is twice the timer resolu-
tion, or 1 second (this l-second value is evident in Figures 5 and 6). The
retransmission timer is intended to track the round-trip delay experienced by
a TCP connection, but actual round-trip delays are much smaller than 500
milliseconds. For example, connections in our testbed experience well under 1
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millisecond of round-trip delay. It may appear that changing TCP implemen-
tations to use higher-resolution timers would result in more accurate round-trip
time estimates and would thus reduce pauses in communication during cellular
handofs.

However. more accurate timers will not solve the problems introduced by mo-
tion across wireless cell boundaries. A timer that successfully tracks the round-
trip delay will lead to timeout values on the order of 1 millisecond or less. These
small timeout values will result in multiple timeouts while a handoff completes,
which in turn will lead to the following three problems:

m  Multiple reductions of the slow-start threshold. The threshold decays ex-
ponentially with consecutive timeouts and can quickly reach the minimum
window size of one packet. When communication resumes after a hand-
off, connections will find themselves in the linear region of window growth
dictated by the slow-start algorithm, and will take many round-trip times
before they reach maximum throughput. Our testbed avoided this problem
because of its coarse timers.

= Multiple backoffs of the retransmission timer. Backoffs grow exponentially
with consecutive timeouts and can quickly lead to the long pauses in com-
munication we are trying to avoid.

m  Multiple retransmissions before the routes become consistent. These futile
retransmissions waste bandwidth in the slow wireless medium.

In general, it is difficult for a timer-based scheme to adapt to the abrupt changes
in round-trip delay introduced by cellular handoffs.

4.3 Fast Retransmissions

An attractive end-to-end solution [10] to the problems presented in Section 3 is
for the transport protocol to resume communication immediately after hand-
offs complete, without waiting for a retransmission timeout. Modern TCP
implementations, including the 4.3BSD-Tahoe implementation in our testbed,
already perform similar fast retransmissions when a transmitter receives trip-
licate acknowledgements from a remote receiver. When activated, the fast
retransmission procedure immediately retransmits the earliest unacknowledged
packet, drops the transmission window, and initiates the slow-start algorithm.
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The rationale behind current fast retransmissions is that triplicate acknowl-
edgements clearly indicate that packet loss has occurred, and thus there is no
need to wait for a timeout before retransmitting.

We made modest changes to the TCP and Mobile IP software in our testbed
to invoke the existing fast retransmission procedure as soon as routes become
consistent following a cell crossing. First, the Mobile IP software on the MH
signals the TCP software on the MH when a greeting acknowledgement arrives
from the new MSS. Second, the TCP transmitter on the MH invokes the fast
retransmission procedure when it receives such a signal. The signal is delivered
through shared memory between TCP and IP software in the same host.

Cell
crossing
+ . .
Beacon Handoff Retransmission
arrives completes timeout
Fast |
retransmission [
| 1.00 I
Last timed |
transmission l
® .
0 0.2 0.8 Time (seconds)

Figure 7 Fast retransmission after a handoff with a 0-second rendezvous
delay

Figure 7 shows the measured effect of fast retransmissions after a non-overlap-
ping cell handoff with a 0-second rendezvous delay. As shown, fast retransmis-
sions cause a TCP connection to resume communication 50 milliseconds after
the handoff completes. In contrast, the retransmission timeout would not have
occurred until 650 milliseconds after the handoff completed.

An additional communication step is necessary to inform the TCP software
on the SH of the events occurring at the other end of the connection. First,
the Mobile IP software on the MH signals the TCP software on the MH of
the completion of the handoff, as described above. Second, the TCP software
on the MH forwards the signal over the network to the SH. Third, the TCP
software on the SH invokes the fast retransmission procedure when it receives
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such a signal. The signal travels from the MH to the SH through normal
IP routes and can take either of two forms: It can be a specially marked TCP
acknowledgement packet containing the sequence number of the last data packet
successfully received by the MH, or it can be three identical but ordinary TCP
acknowledgement packets. The triplicate acknowledgement approach consumes
more resources but does not require modifications to TCP implementations on
stationary hosts.

Cell Retransmission  Beacon Handoff Retransmission
crossing timeout | arrives completes timeout 2
Fast ]
retransmission .
i
| 1.00 2.00 |
. |
Last timed
transmission |
L]
0 08 10 1.2 2.8 Time (seconds)

Figure 8 Fast retransmission after a handoff with a l-second rendezvous
delay

Figure 8 shows the measured effect of fast retransmissions after a non-overlap-
ping cell handoff with a 1-second rendezvous delay. As shown, fast retransmis-
sions again causes a TCP connection to resume communication 50 milliseconds
seconds after the handoff completes. In contrast, the retransmission timeout
would not have occurred until 1,650 milliseconds after the handoff completed.

The fast retransmission approach has three desirable features:

®m It requires minimal changes to software on the end hosts. It changes Mobile
IP only to propagate an end-of-handoff signal one layer up in the protocol
stack. It changes TCP only to invoke the existing fast retransmission
procedure when the end-of-handoff signal arrives. It need not change TCP
on stationary hosts if triplicate acknowledgements are used.

m ]t does not depend on special support from the network, including mobil-
ity support stations or other intermediate routers. It therefore does not
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depend on any one mobile networking environment and will work over an
internetwork.

m ]t follows established congestion avoidance policies by closing the trans-
mission window and using the slow-start algorithm after the initial retrans-
mission. It thus avoids congesting the cell the MH has just entered. Gently
probing the congestion state of a new route, such as the route to a new
cell, is one of the principal motivations behind the slow-start algorithm.

m It preserves end-to-end, reliability semantics.

It is important to note that there is no need to initiate fast retransmissions in
networks that guarantee smooth handoffs, that is, in networks that never lose
packets during handoffs. In that case, the MH software involved in the handoff
need not signal the transport level when handoffs complete. The fast retrans-
mission scheme therefore coexists with any handoff scheme. The software that
implements the scheme resides in the transport level and is exercised only when
needed.
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{seconds)
-
43 %
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(0 - second | - second
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Figure 9 Improvements in latency due to fast retransmissions with the trans-
mitter on the MH
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4.4 Improvements in Latency

Figure 9 shows the pauses in transport-level communication caused by motion
across non-overlapping cell boundaries, together with the improvements gained
by applying the fast retransmission procedure. As shown, when the transmitter
resides on the MH, fast retransmissions reduce these pauses from 0.8 to 0.2
seconds for a O-second rendezvous delay, and from 2.8 to 1.2 seconds for a
1-second rendezvous delay.
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Figure 10 Improvements in latency due to fast retransmissions with the
transmitter on the SH

Figure 10 shows our results for the case when the TCP transmitter resides on
the SH, where pauses drop from 0.6 to 0.3 seconds for 0-second rendezvous de-
lays, and from 2.6 to 1.3 seconds for 1-second rendezvous delays. Pauses before
the improvements are shorter when the transmitter is on the SH (e.g., 0.6 vs.
0.8 seconds for 0-second rendezvous delays) because data packets incur added
propagation delay before they are lost. Effectively, lost packets are sent earlier
before the cell crossing, and thus retransmission timeouts occur earlier after the
crossing. Pauses after the improvements are longer when the transmitter is on
the SH (e.g., 0.3 vs. 0.2 seconds for 0-second rendezvous delays) because the
fast retransmission must wait for an acknowledgement packet to travel between
the MH and the SH after the handoff completes.
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The fast retransmission scheme thus succeeds in reducing interactive delays to
200-300 milliseconds beyond the rendezvous. Reducing handoff latency through
careful implementation would further reduce this remaining delay. The Mobile
IP software in our testbed is an early example of support for mobile networking
and was not written with fast handoffs in mind. For example, it incurs sub-
stantial system overhead by employing application-level processes to process
beacons, change routes, and perform other handoff-related functions. A more
efficient implementation of handoffs combined with fast retransmissions should
in all cases bring pauses in communication to 100 milliseconds or less after the
rendezvous. If users do not attempt to interact with their mobile computers
until they stop moving across cell boundaries, interactive delays will then drop
to acceptable levels.

4.5 Improvements in Throughput

We also measured significant improvements in throughput due to the fast re-
transmission scheme. As shown in Figure 11 for the test described in Sec-
tion 3.1, throughput improves from 1400 to 1490 Kbit/second for 0-second
rendezvous delays, and from 1100 to 1380 Kbit/second for 1-second rendezvous
delays. Some throughput losses remain because a transport-level scheme like
fast retransmissions does not reduce network-level delays and packet losses,
and because the slow-start algorithm throttles connections for some time after
transport-level communication resumes.

5 WIRELESS TRANSMISSION ERRORS

Even in the absence of motion, the WaveLAN network in our testbed suffers
from relatively frequent packet losses due to physical transmission errors. A
separate measurement study found that WaveLAN exhibited excellent packet
capture rates (over 99%) in an indoor environment [5]. However, in our envi-
ronment, packet loss frequency varies widely even across short distances and
depends on such factors as the positions of antennas in a room. Such problems
are common in wireless communication because wireless media are vulnerable
to ambient noise and multipath interference. Commonly cited bit error rates
for radio and infrared links are 108 or worse, compared to 10~'2 or better for
fiber optic links.
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Figure 11 Improvements in throughput due to fast retransmissions

Wireless transmission errors will also trigger the transport-level problems de-
scribed in Section 3. One possible solution is for the link-layer protocol that
controls wireless links to retransmit packets lost on those links and thus hide
the losses from higher layers. However, recent research shows that, under cer-
tain packet loss conditions, competing retransmission strategies in the link and
transport layers can interact to reduce end-to-end throughput while increasing
link utilization [4]. Alternative techniques such as selective retransmissions at
the transport layer may prove more effective than link-layer retransmissions.

We wanted to isolate the effects of motion across cell boundaries from the effects
of wireless transmission errors. We solved the problem by positioning the Wave-
LAN antennas physically close together in an area relatively free from ambient
radiation and multipath problems. Packet losses in the absence of cell crossings
then dropped to negligible levels. We also repeated all our handoff experiments
using a wired network to emulate a wireless network; we substituted a second
Ethernet for the WaveLAN in our testbed and found no fundamental differ-
ences in our results. We did not treat transmission errors any further in order
to concentrate on handoffs. Nevertheless, the impact of wireless transmission
errors on reliable transport protocols warrants further study.
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6 CONCLUSIONS

Mobility changes important assumptions on which existing systems operate. In
particular, networks that include wireless links and mobile hosts suffer from de-
lays and packet losses that are unrelated to congestion. Current reliable trans-
port protocols react to these delays and losses by abruptly slowing their trans-
missions, a response that further degrades the performance of active connec-
tions. We have identified the factors that contribute to this performance degra-
dation and have quantified their effects in detail. We have shown how waits for
retransmission timeouts cause pauses in communication at least 650 millisec-
onds longer than the underlying network-level interruption. These pauses are
readily noticed by interactive users and significantly reduce throughput.

We have also described a fast retransmission scheme that can reduce the pauses
in communication to 50 milliseconds past the moment when transport-level
communication resumes. Fast retransmissions thus reduce interactive delays
to acceptable levels and regain much of the lost throughput. The fast retrans-
mission approach is attractive because it calls for only minimal changes to end
systems, relies on no special support from the underlying network or intermedi-
ate routers, follows established congestion avoidance procedures, and preserves
end-to-end reliability semantics. The approach is thus applicable to a large and
varied internetwork like the Internet.

Our work makes clear the need for reliable transport protocols to differentiate
between motion-related and congestion-related packet losses. Our results can
be used to adapt TCP to mobile computing environments. They also apply
to other reliable transport protocols that must cope with both mobility and
congestion.
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ABSTRACT

Internetworking protocols for mobile hosts have hitherto treated host mobility as
a routing problem to be handled entirely within the network (IP) layer. Such an
approach however, ignores the distinctive features of wireless mobile computing. IP-
based transport protocols thus suffer from poor performance when used for commu-
nication between a mobile host and hosts on the wired network. This is caused by
frequent disruptions in network layer connectivity due to mobility and wireless losses.
We describe indirect transport layer protocols for mobile hosts which can tackle mo-
bility and wireless related performance problems without compromising backward
compatibility with the transport protocols used over the wired network. Indirect pro-
tocols utilize the resources of Mobility Support Routers (MSRs) to provide transport
layer communication between mobile hosts and those on the fixed network. We also
present performance figures for I-TCP, an indirect transport protocol for mobile com-
puters that is compatible with TCP, showing substantial improvement in throughput
over regular TCP.

1 INTRODUCTION

Integration of mobile hosts into the existing internetwork consisting mostly of
stationary hosts gives rise to some peculiar problems because of the special
requirements of low power mobile hosts and also because of the special char-
acteristics of the wireless link. Several Mobile-IP proposals [11, 21, 23] have
addressed the problem of delivering IP packets to mobile hosts regardless of
their location. In theory one can use existing fixed network transport protocols
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such as UDP [19] and TCP [20] with one of the Mobile-IP proposals for com-
munication between mobile hosts and the fixed network. This naive approach
however, gives rise to performance problems, especially when a mobile host
switches cells or is temporarily disconnected [7]. More seriously, all Mobile-IP
proposals attempt to hide mobility, disconnection and other features of mobile
wireless computing from transport and higher layers thus ruling out any spe-
cialized handling of such features. On the other hand, use of a new protocol
stack for mobile hosts causes interoperability problems with the fixed network
protocols. An indirect model for mobile hosts [3] allows the development and
use of specialized transport protocols that address the performance issues on
the comparatively low bandwidth and unreliable wireless link. Protocols devel-
oped using this model can also mitigate the effects of disconnections and moves
while maintaining interoperability with fixed network protocols.

This paper describes indirect transport layer protocols that we have developed
for a mobile wireless networking environment. Indirect protocols can inter-
operate with existing IP-based transport protocols used by a large number of
stationary hosts over the Internet and yet allow the tuning of the transport
layer for the special requirements of mobile wireless computing. The interop-
erability is achieved via mediation from one or more mobility support routers
(MSRs). We present performance figures for one such protocol implementation
known as I-TCP, under simulated conditions of mobility and loss over wireless
link. Experiments with I-TCP on our testbed show substantial throughput
improvement over regular TCP.

The remaining of the paper is organized as follows. We first describe the system
model for mobile internetworking which includes a description of our wireless
testbed. Next, we outline the advantages of an indirect transport layer for
mobile computers. Performance analysis of I-TCP, in comparison to regular
TCP is presented. Some of the alternatives to indirect protocols including
related work is described next which is followed by concluding remarks.

2 SYSTEM MODEL

Our system model for mobile internetworking consists of two separate network
components:

1. The wired or fixed network which consists of local area networks intercon-
nected by high speed links.
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2. Wireless network which consists of separate wireless cells each of which
is supported by a wireless base station and may be populated by a few
mobile wireless hosts (MHs). We assume that each base station is directly
attached to the fixed network and can route IP datagrams to and from
MHs in cooperation with other base stations and thus we call it a mobility
support router or MSR.

In our model, an MH communicates with hosts on the wired network via the
MSR serving its current wireless cell. Although direct MH to MH communi-
cation is possible when they are in the same cell, we assume that in general
such communication involves (at least) two MSRs currently serving the two
MHs (in different cells). The MHs can freely move into other wireless cells
and it is the responsibility of the MSRs to correctly route data packets to the
MHs regardless of where they are located. Each MSR may maintain some state
information about the MHs that are currently in its cell. Such information is
handed over to the next MSR in case the MH switches cells.

2.1 Columbia Mobile IP

We use Columbia Mobile IP [11] for routing and location management of mobile
hosts within a group of cells known as a campus. Any other mobile IP scheme
that supports explicit intimation of a move from the new MSR to the old MSR
can potentially be used as well. In the Columbia scheme, all the MHs in a
campus and the wireless interfaces of all the MSRs are assigned IP addresses
from a single subnet and the MHs can move from one cell to another in the
same campus without changing their IP addresses.

In the Columbia scheme, user level processes mhmicp and msrmicp running at
an MH and its MSR respectively participate in a registration protocol when
an MH enters a wireless cell. The MSR periodically broadcasts a beacon in
its wireless cell that is used by the mobile hosts to discover the MSR. When a
mobile host moves into a cell, it responds to the MSR beacon with a greeting
message that also contains the address of its previous MSR. This enables the
new MSR to register the mobile host and to send a forwarding pointer to the
old MSR for the MH which switched cells. All the MSRs in a campus cooperate
to maintain location information about the registered MHs in their respective
cells.
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2.2 Experimental wireless testbed

Our experimental wireless testbed consists of three MSRs, all of them 33 MHz
386 PC-ATs with 16 MB memory and 400 MB disk drives. These three MSRs
support three wireless cells which overlap with each other. The mobile hosts
used in our experiments are 66 MHz 486 PC-ATs. All the mobile hosts and
MSRs are equipped with 2Mbps NCR WaveLan cards for wireless communi-
cation. The MSRs are also connected to 10 Mbps ethernet segments which
are part of a single administrative domain. The MSRs run Mach 3.0 micro
kernel from CMU with Unix server (MIX84/UX40) [1] modified for Columbia
Mobile-IP and indirect transport. Special purpose daemon processes running
on the MSRs provided support for indirect transport layer connections. The
MHs have similar configurations but run a slightly different version of the Unix
server in addition to user level programs and libraries which together form the
MH side of the indirect transport protocols.
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3 INDIRECT TRANSPORT LAYER

This section gives an overview of indirect protocols [3] and describes the benefits
of using indirection at the transport layer. We begin with a brief description
of how mobility and the wireless medium affect transport layer performance.

3.1 Effects of wireless links and mobility

The characteristics of wireless links are very different from the wired or fixed
links. The wired links (ethernet or long-haul links and ATM in the future)
are becoming faster and more reliable every day whereas the wireless links
(especially the outdoor links) are still much slower in comparison. The wireless
links are also vulnerable to noise and loss of signal due to fading which result
in much higher bit error rates than the wired links. Host mobility causes
temporary disconnections and loss of packets if an MH moves to an area where
signal strength is low or if it crosses cell boundaries.

For the transport layer protocols the above properties translate into longer
and often unpredictable round trip delays and increased loss of data packets.
The throughput of reliable transport protocols such as TCP typically depends
upon accurate estimation of round trip time between the two end points. The
throughput of such protocols is thus adversely affected if one of the links be-
tween the end points is a wireless link. The increased packet loss over wireless
also triggers congestion control at the transmitting host which further degrades
the throughput [7]. This problem is made worse by the assumption of reliable
links underlying the congestion control policies [12, 18] which have evolved for
the wired network.

Unreliable protocols such as UDP are mainly used by two kinds of applications
— i) unreliable stream applications such as audio or video streams and ) ap-
plications which build their own reliability mechanisms on top of the unreliable
(and simpler) service provided by the transport protocol. The second class of
applications includes request-response style of communication as in Sun’s Net-
work File System built on top of SunRPC which uses UDP for transport. The
mobility and wireless related problems mentioned above cause degraded stream
quality in the first kind of applications. The second kind of applications can
fail in unexpected ways if an MH experiences excessive loss of data packets
or disconnections because such applications are typically built for local area
networks where losses and disconnections are rare.
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3.2 Indirect model for mobile hosts

The indirect protocol model for mobile hosts suggests that any interaction
from a mobile host (MH) to a machine on the fixed network should be split
into two separate interactions — one between the MH and its mobility support
router (MSR) over the wireless medium and another between the MSR and
the fixed host (FH) over the wired network. This provides an elegant method
for accommodating the special requirements of mobile hosts in a way that
is backward compatible with the existing fixed network. All the specialized
support that is needed for mobile applications as well as for the low speed and
unreliable wireless medium can be built into the wireless side of the interaction
while the wired side is left unchanged.

At the transport layer, use of indirection results in the following benefits:

1. Indirection separates the flow control and congestion control functionality
on the wireless link from that on the fixed network.

2. A separate transport protocol for the wireless link can support notification
of events such as disconnections, moves and other features of the wireless
link such as the available bandwidth etc. to the higher layers which can
be used by link aware and location aware mobile applications.

3. An indirect transport protocol can provide some measure of reliability only
where it is needed i.e. over the wireless link for those applications which
prefer to use unreliable transport over the fixed network.

4. Indirect transport protocols provide backward compatibility with the ex-
isting wired network protocols. Thus no modifications at unrelated fixed
hosts are needed for accommodating mobile hosts.

5. Indirection allows the base station (imobile support router or MSR) to
manage much of the communication overhead for a mobile host. Thus, a
mobile host (e.g. a small palmtop) which only runs a very simple wire-
less protocol to communicate with the MSR can still access fixed network
services such as WWW which may otherwise require a full TCP/IP stack
running on the mobile.

6. Indirection at the MSR allows faster reaction to mobility and wireless
related events compared to a scheme where the remote communicating
host tries to react to such events. This is because the MSR is the router
closest to the wireless link.



Indirect Transport Layer Protocols 235

MH socket MH socket
<mhaddr, mhport, msriaddr, msriport> <mhaddr, mhport, msriaddr, msriport>
; Move

1 4
"y T Z .| ™

Wireless Wireless
i TCP TCP
MSR1-mhsocket | MSR2-mhsocket
<msriaddr, msriport, <msriaddr, msriport,
mhaddr, mhport> "'ﬁ, mhaddr, mhport>
A y
\. I-TCP Handoff Q'I
ﬁ
MSR-1 Z/. Y MSR-2
(Y PEN
MSR1-fhsocket MSR2-fhsocket
. Regular
<mhaddr, mhport, TCP <mhaddr, mhport,
thaddr, fhport> fhaddr, fhport>
FH socket

‘i.// <fhaddr, fhport,

h
FH mhaddr, mhport>

Figure 2 I-TCP connection setup

3.3 I-TCP: A Reliable Stream Protocol

I-TCP is a reliable transport layer protocol for mobile hosts which is based on
the Indirect Protocol model. I-TCP is fully compatible with TCP/IP on the
fixed network and is built around the following simple concepts:

1. A transport layer connection between a mobile host (MH) and a fixed host
(FH) is established as two separate connections — one over the wireless
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medium and another over the fixed network with the current MSR being
the center point.

2. If the MH switches cells during the lifetime of an I-TCP connection, the
center point of the connection moves to the new MSR.

3. The FH is completely unaware of the indirection and is not affected even
when the MH switches cells i.e. when the center point of the I-TCP con-
nection moves from one MSR to another.

When an MH wishes to communicate with some FH using I-TCP, a request is
sent to the current MSR (which is also attached to the fixed network) to open
a TCP connection with the FH on behalf of the MH. The MH communicates
with its MSR on a separate connection using a variation of TCP that is tuned
for wireless links and is also aware of mobility. The FH only sees an image of
its peer MH that in fact resides on the MSR. It is this image which is handed
over to the new MSR in case the MH moves to another cell.

As an example, figure 2 shows the setup for an I-TCP connection. The mobile
host (MH) first establishes a connection with a fixed host (FH) through MSR-1
and then moves to another cell under MSR-2. When the MH requests an I-TCP
connection with the FH while located in the cell of MSR-1, MSR-1 establishes
a socket with the MH address and MH port number to handle the connection
with the fixed host. It also opens another socket with its own address and
some suitable port number for the wireless side of the I-TCP connection to
communicate with the MH.

When the MH switches cells, the state associated with the two sockets for the
I-TCP connection at MSR-1 is handed over to the new MSR (MSR-2). MSR-
2 then creates the two sockets corresponding to the I-TCP connection with
the same endpoint parameters that the sockets at MSR-1 had associated with
them. Since the connection endpoints for both wireless and the fixed parts of
the I-TCP connection do not change after a move, there is no need to reestab-
lish the connection at the new MSR. This also ensures that the indirection in
the transport layer connection is completely hidden from the FH. We currently
use a modified version of TCP itself for the wireless part of the - TCP connec-
tion, although in a future version we plan to use a transport protocol that is
optimized for the one hop wireless link.



Indirect Transport Layer Protocols 237

3.4 I-TCP semantics

Since I-TCP uses separate transport layer (TCP) connections for the wired
and the wireless links, applications using I-TCP cannot rely on end-to-end
transport layer acknowledgments. Many TCP-based applications such as ftp
however, use application layer acknowledgments in addition to the end-to-end
acknowledgments provided by TCP. This is at least partly because TCP does
not provide a mechanism to notify a sending application when data is actually
removed by the receiving application from its socket buffers. Thus, if we assume
that there are no MSR failures and that an MH does not stay disconnected
from the fized network indefinitely, using I-TCP instead of regular TCP does
not compromise end-to-end reliability. An MSR failure and subsequent reboot
however, results in the loss of I-TCP connections established via that MSR
whereas an end-to-end TCP connection can typically survive temporary failures
of intermediate routers. I-TCP is therefore well suited for applications such as
ftp and Mosaic, in which a higher layer protocol (or the user) can retry failed
connections in case of (hopefully rare) MSR failures. On the other hand, those
applications which depend on the end-to-end transport layer acknowledgments,
e.g. telnet are better off using regular TCP. We expect the former kind of
applications to predominate in a mobile computing environment where mobile
hosts will need to access information services from the fixed network. Such
applications are also typically throughput intensive which we believe will benefit
the most from the use of I-TCP as opposed to interactive applications.

3.5 RDP/UDP: A Datagram Protocol

RDP/UDP is a semi-reliable datagram protocol suitable for request-response
style of communication that is characteristic of RPC-based applications. This
indirect protocol provides a UDP interface to the fixed hosts while using a reli-
able data protocol (RDP) [22] on the wireless link. The translation from RDP
to UDP is performed by a daemon process running at the MSR. Client applica-
tions on mobile hosts, such as NFS clients, that wish to access UDP services on
the fixed network can utilize RDP/UDP to protect themselves against exces-
sive wireless losses. One particular example of a higher layer protocol that uses
RDP/UDP can be found in M-RPC [6], which is an RPC service for mobile
clients. If an MH switches cells during some interaction with a server on the
fixed network, the state information related to the MH which was resident at
the old MSR’s RDP/UDP daemon is handed over to a similar daemon process
at the new MSR which takes over all the active interactions on behalf of the
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MH. As with I-TCP, the correspondent host (server) on the fixed network sees
an image of the MH as its peer, communicating over plain UDP in this case.

4 IMPLEMENTATION AND HANDOFFS

We give a brief outline of various software components that are needed to
support indirect transport protocols. Such support consists of the following
three parts:

1. Library support at the MHs which forms the Application Programmer’s
Interface (API) for indirect transport layer.

2. Kernel support at the MSRs needed to perform transport layer handoffs.

3. User level daemons at the MSRs to handle the indirect connections on
behalf of the MHs.

4.1 MH transport library

The transport layer library provides an API for the MH applications that is
similar to the socket interface in BSD Unix [16]. Library calls are provided
which emulate the functionality of connect, listen, accept and close system
calls. A library call only serves as a wrapper around the corresponding system
call to hide the communication with the MSR needed to establish (or close) an
indirect transport connection. Once such a connection is established, regular
socket calls can be used to send or receive data on the connection. The transport
library also notifies the local mhmicp process about the endpoint parameters
of indirect connections - this information is needed at the time of handoffs as
described later. Currently, our scheme provides different linkable libraries for
I-TCP and RDP/UDP connections.

4.2 MSR kernel support

We modified the networking module of the Unix server, which runs on top of
Mach 3.0, to allow binding of the address of the mobile host requesting an
indirect connection to the socket that is used by the MSR to communicate
with the correspondent (fixed) host. Qur scheme thus keeps indirection hidden
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from hosts on the wired network. If an MH moves from one cell (say, under
MSR-1) to another (under MSR-2), the state information related to all the
indirect transport connections active at MSR-1 on behalf of the MH must be
moved to MSR-2. The indirect transport connections must then be restarted
at MSR-2. In addition, this migration of connections needs to be accomplished
without any help from the fixed host at the other end of the connection. We
implemented kernel calls in the form of socket ioctls to support transport layer
handoffs. These calls are used by MSR daemons to transfer state information
from one machine to another when a mobile host switches cells. Details of
the implementation describing specialized mechanisms developed for transport
layer handoff can be found in [5].

4.3 MSR transport layer daemons

Transport layer daemons running on every MSR in our mobile internetworking
environment perform the translation between wireless and wired parts of an
indirect connection between an MH and its correspondent (fixed) host. Cur-
rently we use separate daemons for I-TCP and RDP/UDP but it is possible
to integrate them into one transport layer agent that can provide all reason-
able combinations of wireless and wired side protocols for use by MHs. It is
also possible to link the daemon code with a higher layer agent process such
as in the M-RPC system [6]. A transport layer daemon employs the kernel
based mechanisms described above to pose as the MH process to the hosts on
the fixed network by using the address and port number identifying the MH
process which requested an indirect connection. The socket ioctls mentioned
above are used by such a daemon to exchange state information about an MH
socket with a similar daemon at another MSR.

4.4 Handoff considerations

We have thus far described the various components at the MH and MSRs that
support indirect transport layer connections. These components must follow a
transport layer handoff protocol if an MH switches cells while it has open indi-
rect connections with other hosts on the Internet. To minimize retransmission
of lost packets, the handoff protocol must be closely tied with the mobile IP
scheme used by the MSRs for routing IP datagrams to the mobile hosts within
a domain. In addition, the handoff protocol must also be well integrated with
similar protocols at higher layers. The handoff algorithm for I-TCP is described
in [4]. We will only give a general outline of a transport layer handoff here.
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1. When an MH moves to a new cell, it sends a greeting to the new MSR with
any authentication information, the end point parameters for all active
indirect connections and the address of its previous MSR.

2. The new MSR creates skeleton sockets for the indirect connections and
requests the previous MSR to transfer state information related to those
connections.

3. The previous MSR freezes the indirect connections for the MH which
moved out of its cell and sends the related state information to the new
MSR.

4. The new MSR restarts the indirect connections for the MH from the state
information sent by the previous MSR.

The transport layer segments belonging to the indirect connections that are in
transit during the handoff period are buffered (without processing) at the new
MSR and are acknowledged as soon as complete state information is available
for those connections at the new MSR. Measurements of handoff delay for I-
TCP connections using different socket buffer sizes can be found in [5].

5 PERFORMANCE RESULTS

We present performance figures for experiments conducted using the ttcp
benchmark which measures TCP throughput between two hosts. The through-
put experiments were conducted on our wireless testbed which was described
earlier.

We experimented with two distinct cases to study the performance of I-TCP for
connections spanning over local area and wide area networks i.e. — ¢) when the
FH to MH communication involved only a few hops within the Rutgers LCSR
administrative domain and 4) when the FH to MH communication involved a
long-haul link over the Internet.

5.1 Mobility experiments

Our experiments were inspired by similar experiments reported by Caceres
and Iftode [7] to study the effect of mobility on reliable transport protocols.
Figures 3 and 4 compare the end-to-end throughput of an I-TCP connection
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between an MH and a fixed host (FH) with that of a direct TCP connection
for local area and wide area connections respectively. In all our experiments,
the FH sent a few megabytes of data (4 MB in case of local area and 2 MB in
case of wide area) to the MH using a window size of 16 KB. We chose to make
the MH to be the receiving host, since we expect it to be a typical situation
with most mobile applications that will download more data from the fixed
network rather than sending data over the uplink. The end-to-end throughput
was measured at the MH under four different mobility patterns:

1) No Moves — The MH stayed in one wireless cell during the lifetime of a
connection.

11) Moves between overlapped cells - MH kept switching between two
overlapped cells every 8 seconds such that it stayed in contact with the
previous MSR during handoff. For a brief period after switching cells,
the MH continued to receive packets from the previous MSR before the
Mobile-IP routing adjustments took effect.

111) Moves between non-overlapped cells with 0 second between cells
— In case of non-overlapped cells, the cell boundaries were sharply defined
and therefore no communication was possible with the previous MSR after
a move to another MSR. The MH started looking for a beacon from the new
MSR immediately after a move and thus in the worst case the link layer
connectivity was lost for one full interval between successive MSR beacons
which was 1 second in our testbed. The cell switching again occurred every
8 seconds.

1w) Moves between non-overlapped cells with 1 second between cells
~ Same as in i14) above but in this case the MH started looking for a beacon
1 second after moving out of the previous cell. As in the previous case,
an additional 1 second could elapse before a beacon is received by the MH
and the link layer connectivity is reestablished.

In terms of coverage area, the two wireless cells used in our experiments com-
pletely overlapped. Non-overlapped cells were simulated with the two MSRs
controlling the two cells transmitting using different Wavelan (MAC layer) net-
work IDs. Cell switching was implemented in software to allow better control
on the timing of cell crossovers.
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Performance over local area

With local-area experiments, we observed that [-TCP performed slightly bet-
ter compared to regular TCP when the MH stayed within one cell. In the



Indirect Transport Layer Protocols 243

second case when the MH switches between two completely overlapped cells,
the link-layer connectivity is maintained at all times since the MH is in con-
tact with both the new MSR and its previous MSR during handoff. There is
still some degradation in TCP throughput since the TCP segments that are in
transit during handoff are delayed because of IP layer routing adjustments by
the MSRs. I-TCP performance suffers only marginally in this case despite the
additional overhead of I-TCP state handoff between the two MSRs on every
move. We believe that the main reason for the slight improvement in perfor-
mance with I-TCP in the first two test cases is that the sending host (FH) sees
more uniform round-trip delays for TCP segments as compared to the regular
TCP. Loss of TCP segments over the wireless link, although infrequent, was
also responsible for the difference in performance since I-TCP seemed to recover
faster from a lost packet than regular TCP.

The two cases of non-overlapped cells where the MH temporarily lost contact
with the fixed network (for 0 and 1 second respectively) before such contact
was reestablished at the new MSR, affected the end-to-end throughput more
severely. With regular TCP, congestion control kicked in at the FH on every
handoff because of packet loss and it took some time after a cell crossover before
the FH was able to send data again at full speed. In addition, the exponential
back off policy of TCP resulted in the FH going into long pauses that continued
even after the MH was ready to communicate in its new cell. In case of I-TCP
however, a cell crossover by the MH manifested itself in the form of shrinking
receive window size at the MSR which forced the FH to stop sending data when
the MSR buffers were full. After a handoff, the new MSR could accept more
data from the FH and the data rate on the connection quickly came back to
normal. Congestion control did kick-in on the wireless link between the MSR
and the MH however and so did exponential back off. We found that a simple
reset of the TCP retransmission timer at the new MSR immediately after an
I-TCP handoff forced the MSR to initiate a slow-start on the wireless link, and
was enough to quickly get the wireless part of I-TCP out of the congestion
recovery phase. In the worst case when the MH lost connectivity with the fixed
network for 1 second, I-TCP showed an improvement by a factor of about 1.5
over regular TCP.

Performance over wide area

Our wide area experiments highlight the benefits of I-TCP even more clearly.
Because of relatively long round-trip delays with wide area connections, any
packet loss over the wireless link severely limits the end-to-end throughput of
regular TCP. This is because the time needed to recover from falsely triggered
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congestion control increases with the round-trip delay. Similarly any perturba-
tions (such as cell crossovers or transient changes in the observed round-trip
delay) have a more drastic effect over wide area connections than over local area
connections. For the first two test cases i.e. when the MH stayed within once
cell and when it switched between overlapped cells, the observed performance
of I-'TCP was about 2 times better than that of regular TCP. Since there was no
packet loss because of mobility in these two cases, the performance improve-
ment with I-TCP comes entirely from separating the TCP connections over
wired and wireless links. This separation is beneficial in two respects. First,
since the retransmissions due to lost segments over wireless (even though such
losses are infrequent) are restricted to the wireless link, the recovery from such
losses is much faster compared to the end-to-end retransmission and recovery
done by regular TCP. Second factor for improvement in the throughput was
the aggregating effect at the MSR which received TCP segments of size 512
bytes! from the FH and sent segments of 1440 bytes? over the wireless link to
the MH. This points to another parameter namely the segment size, which can
be tuned to suit a particular wireless link independently of the segment size
chosen by the TCP implementations on the wired network. We did not observe
any significant degradation in performance with the MH switching between
overlapped cells either with I-TCP or with regular TCP which suggests that
the effect of variation in round trip delay because of IP level routing changes
was negligible for wide area connections.

In case of moves between non-overlapped cells, the throughput with regular
TCP dropped to almost a third (61% degradation) of the no-moves throughput
in the worst case when the MH lost contact with the fixed network for 1 second.
With I-TCP, the corresponding degradation in throughput was only 40%. The
net effect was that I-TCP throughput in the worst case was 3 times better than
that of regular TCP. The main reason for this improved performance with I-
TCP is that the retransmissions due to packets lost on the wireless link (due to
moves and due to wireless errors) were confined only to the wireless part of I-
TCP which can recover much faster from the congestion control phase because
of the following two factors — ¢) much shorter round-trip delay between the MH
and the MSR as compared to the delay between the MH and the FH and 47)
we reset the retransmission timer at the MSR immediately after a handoff.

1512 bytes is the default maximum segment size for wide area TCP connections.

21460 bytes is the default maximum segment size for local area TCP connections, but we
use a size of 1440 bytes in our wireless environment to avoid IP layer fragmentation in the
presence of IPIP encapsulation used by Columbia Mobile IP.
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Figure 5 Local area performance comparison with wireless losses

5.2 Loss experiments

We compared the throughput of I.-TCP with that of regular TCP for different
bit error rates over the wireless link. The bit errors were simulated by intro-
ducing a packet dropping routine in the input processing code of the ethernet
(IF) layer in Unix both at the MH and at the MSR. The packet dropping rou-
tine was based on a pseudo random number generator that produced uniformly
distributed numbers in a specified range. The probability of finding a packet in
error was determined from the length of the packet and the configured bit error
rate. Such a simple model provides reasonable error characteristics for low error
rates but becomes inaccurate as the reciprocal of the bit error rate approaches
the length of the packet. Since the error simulation was used both at the MH
and at the MSR, it affected the data traffic (traveling in one direction) as well
as the acknowledgments (traveling in the other).

Local area experiments

Figure 5 shows the comparison of I-TCP throughput with that of regular TCP
for data transfer between a fixed host (FH) and a mobile host (MH) for various
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bit error rates (BER) when the FH is only a couple of ethernet hops away from
the wireless subnet. The comparison shows that I-TCP performs better than
regular TCP for error rates of up to 2 x 1075, For excessive wireless losses that
characterize even higher error rates, the throughput of I-TCP and regular TCP
is about the same. The TCP implementations used by the FH, as well as those
used by the MSR and the MH in our experiments did not have the fast retrans-
mit and fast recovery mechanisms recently proposed [14]. Also, the minimum
TCP retransmission timeout was 500 msec. even for the wireless link, which
does not allow early detection of lost segments. In such circumstances, there is
not much difference between retransmitting lost segments from the MSR and
doing the same from the FH if the FH is only a couple of ethernet hops away.
Employing a TCP implementation (or a different transport protocol) for the
wireless part of I-TCP that uses smaller timeouts and selective acknowledg-
ments, should further improve I-TCP performance over regular TCP.

Wide area experiments

Figure 6 shows the comparison of I-TCP throughput with that of regular TCP
when the communication between the FH and MH involved a long haul link. It
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can be seen that I-TCP throughput is about twice as much as that of regular
TCP for error rates of up to 5 x 1078, Even for a BER as high as 1073,
I-TCP performance is significantly better than regular TCP. The reasons for
this improvement are the same as we mentioned earlier in the context of wide
area mobility experiments viz. ~ i) faster recovery from wireless losses and 4i)
aggregating effect at the MSR. The wide area experiments clearly show the
potential of performance improvement with I-TCP. Just like in the local area
experiments, further improvement in throughput should be possible if a better
version of TCP (or a separate protocol) is used for the wireless part of the
I-TCP connection.

6 ALTERNATIVES TO INDIRECT
PROTOCOLS

We first list some of the approaches that other researchers have taken to solve
mobility and wireless related problems that affect transport layer performance
in a mobile environment. We also describe some of the desirable features that
a transport protocol developed specially for mobile hosts should have.

6.1 Related Work -

Thinwire protocols [10] and TCP header compression [13] can help in improving
the response time of interactive applications such as telnet on low speed links.
However, these solutions do not deal with host mobility. Link layer retransmis-
sion (LLR) can be used on error-prone wireless links to bring their error rate
on par with that on the wired networks but such an approach interferes with
the end-to-end retransmissions of TCP and does not always result in improved
performance [8]. Fast retransmission [14] coupled with modification of the TCP
software on the mobile hosts [7] solves only part of the problem because the
transmitting host still performs a slow start if more than one segment is lost per
window, thus limiting the effective throughput. A somewhat better approach
that uses retransmissions on the (last) wireless link was suggested in [2] which
falls somewhere between LLR and I-TCP. This approach has the advantage
that end-to-end semantics of TCP are unchanged. Such an approach however,
can help very little if the transmitting host on the fixed network times out while
the retransmission mechanism on the last link is trying to get a data packet to
the mobile host. This approach is also not very useful if the data is being sent
in the other direction i.e. from the mobile to a fixed host.
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Experiments with split TCP [24] have shown performance improvement over
regular TCP where smaller MTU is used over the wireless part of the split con-
nection. A similar scheme to connect mobile hosts to the Internet using digital
cellular network has been described in [15]. This scheme has the advantage
that a transport layer handoff is not required every time a mobile switches cells
since the intermediate point of the split TCP connection is on a host within the
cellular telephone network that is connected to multiple cellular base stations.
Finally, modifications to TCP have been suggested [17], which act on mobility
information from the network layer to quickly recover from TCP congestion
recovery phase in case the congestion control was triggered by a move. This
approach has the drawback that the proposed modifications must be applied
to fixed hosts as well.

6.2 New Transport Protocols

One element that is almost universal in all the above approaches as well as
in the indirect protocols is backward compatibility with the existing transport
protocols such as TCP and UDP. Although desirable in an environment where
mobile hosts need to communicate with hosts on the wired network, backward
compatibility imposes restrictions on the extent to which a transport protocol
can be modified to take mobility and wireless effects into account. In this
subsection we explore how a transport protocol designed for internetworking
between mobile and fixed hosts would look like if backward compatibility was
not needed.

From our experience with transport protocols in a mobile wireless environment,
we believe that such protocols should support the following features:

1. Selective acknowledgments to deal with losses on the wireless link and to
minimize unnecessary retransmissions resulting from such losses. Reliable
data protocol (RDP) supports such ACKs and there is a proposal to include
selective ACKs in TCP as well.

2. Means to distinguish between losses on the wireless link and those on the
wired network or better still, to distinguish between losses due to errors
and those due to network congestion. This may be impossible to do if the
protocol relies entirely on the communicating endpoints for such notifica-
tions; but can be accomplished easily by sending appropriate indications
from an intermediate router (e.g. MSR) to the transmitting host.
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3. Fast reaction to wireless losses and moves which may necessitate separate
retransmission timers for the wireless link. Applications should be allowed
to provide their own handlers for events such as loss of signal or moves.

4. Separate flow control on wired and wireless links since the loss character-
istics of the two kinds of links are very different. It has been shown that
such a separation is desirable for high packet error probabilities [9].

5. Ability to adapt to wireless links with different characteristics that may be
found in different cells or by switching from an indoor wireless LAN (e.g.
WavelLan) to an outdoor cellular environment (e.g. CDPD).

6. For unreliable protocols that rely on the wired links being largely error
free, some kind of configurable reliability can be provided on the wireless
link.

The above list indicates that even a new transport protocol without the re-
strictions of backward compatibility will need more support from the underly-
ing networks (and intermediate routers) than is available from a network layer
based on IP. It is also clear that accurate indications of events such as wireless
errors and moves can only be provided by one or more routers in the part of
the internetwork that supports mobility, i.e. by the MSRs. Thus we can safely
predict that transport layer protocols built in future for mobile wireless com-
puters will be indirect in some sense rather than end-to-end. This still leaves
us with many different choices for the point of indirection or the intermediate
point, which can either participate in the protocol as a fully empowered agent
of a mobile host as in I-TCP or simply as an advisory entity that provides
hints for improved performance. On one extreme, such an intermediary could
reside on every wireless base station (MSR); on the other, it could reside on a
designated router that is connected to the wired network as well as to multiple
base stations in a geographic region (e.g. an MDIS in CDPD network). In
the former case, a transport layer handoff or a transfer of state is potentially
needed on every move whereas in the latter a handoff may be needed only if the
mobile host crosses the boundary of a region. On the contrary, each MSR can
make the transport connections in its cell adapt to the prevailing conditions in
that cell in the former scheme which is more difficult to do in the latter.

7 CONCLUSION AND FUTURE WORK

We have described indirection or mediation by mobility support routers (MSRs),
as a robust approach to improve transport layer performance in a mobile wire-
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less environment. Our approach first confines the mobility related performance
problems to the wireless link and then attempts to alleviate such problems by
adapting transport layer protocols for the wireless link in a way that requires
no modifications to the hosts on the fixed network.

I-TCP [4], which is a TCP compatible indirect protocol, is particularly suited
for applications which are throughput intensive. Experiments with I-TCP on
our testbed showed greatly improved throughput in comparison to regular TCP
under simulated mobility conditions and wireless losses. The performance im-
provement for wide-area connections was higher than for local-area connec-
tions. We have ported some throughput intensive applications namely ftp and
chimera WWW browser to use I-TCP for data transfer and observed per-
formance improvements similar to those reported in section 5 for the ttcp
benchmark. We have also employed RDP /UDP indirect protocol which is suit-
able for request-response style of communication, for our M-RPC system [6].
This protocol uses RDP for increased reliability on error-prone wireless link.
We believe that indirection will provide the bridge between the very different
worlds of mobile wireless computing and wired networks.

We are planning to build a flexible and lightweight transport protocol for the
wireless side of I-TCP which can adapt to changes in the wireless environment
and can support voluntary disconnections. I-TCP library at the MH can also
be used to place transport layer filters [25] for indirect connections at the MSR.
I-TCP handoffs allow such filters to move to the new MSR if the MH switches
cells thus obviating the need for the MH to reestablish the filters in the new
cell. Presentation layer services can be built on top of indirect transport layer
which will allow mobile applications to dynamically choose a format for data
transmitted over the wireless medium.
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ABSTRACT

Modern portable computers and wireless connections over a cellular telephone network
have created a new platform for distributed information processing. We present a
communication architecture framework which makes it possible to exploit the existing
TCP/IP communication architecture but which also takes into account the specific
features of wireless links. Our communication architecture is based on the principle
of indirect interaction. The mediating interceptor, Mobile-Connection Host, is the
bridge between the worlds of wireless and wireline communication. The interceptor
also provides enhanced functionality that improves fault-tolerance and performance
for applications aware of mobility. Prototypes of the architecture are implemented
both for the Unix (Linux) and for the Windows (3.11) platform.

1 INTRODUCTION

Recent developments in mobile communication and personal computer tech-
nology have created a new platform for information processing. A modern
portable computer gives remarkable processing power always at hand for a no-
madic user. A wireless connection gives access to information stores for the
user — independent of his or her present location.
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The computing environment we are interested in consists of a fixed data com-
munication network, of portable laptop computers, and of a wireless access to
that network through a cellular telephone network. Examples of such cellu-
lar networks include the Global System for Mobile Communications (GSM) [1]
and the Nordic Mobile Telephone (NMT) — a digital system and an analogue
system, respectively. Even in this new kind of environment it is still expected
that old applications are available. From the software engineering point of
view it would be desirable if all software which is sensitive to mobility could
be embedded in the data communication subsystem; in other words within the
physical, data link, and network layers. Such expectations are not completely
unjustified. Under favorable conditions a wireless telephone link behaves like a
link in a traditional Public Switched Telecommunications Network (PSTN). In
addition, the cellular telephone network can — if the user so wishes — hide the
user mobility. However, there are situations in which the differences between
wireline and wireless links should be taken into account. It is quite possible or
even probable that the existing software will work in this environment. How-
ever, the existing software may behave in a way that the user finds disrupting
or even in a way that creates sheer catastrophes.

The realization of a mobile computing environment requires a communication
architecture which is not only compatible with the current architectures but
which also takes into account the specific features of mobility and wirelessness.
Current communication architectures, such as the TCP /IP Internet protocols,
are suitable for fast and reliable networks like the megabits per second LAN’s.
In contrast. the wireless telephone links have a low throughput, only kilobits
per second, and a highly variable quality of transmission.

The cellular GSM telephone system offers a communication medium which
is rather reliable when used in the so called non-transparent mode: the bit
error rate is required to be less than 107® [2]. The price paid for the low
bit error rate is the occurrence of highly variable transmission delays. Our
performance results indicate that in favorable conditions the round-trip time is
about one second and bandwidth about 900 bytes per second but in unfavorable
conditions the delays can extend even to tens of seconds [3]. It should also be
remembered that the conditions may become so unfavorable that a mobile
telephone transmission path will be temporarily broken. '

The main goals in the Mowgli! project are 1) to examine the behavior of data,
communication over cellular telephone links and 2) to develop architectural
solutions to overcome difficulties typical for this kind of mobile wireless envi-

1 Mobile Office Workstations using GSM Links.
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ronment. In this paper we introduce a communication architecture framework
which builds a bridge between the wireline and wireless worlds. The main
design goals in our approach are the following:

1. to retain the TCP/IP-based communication architecture unmodified at
existing hosts of the fixed network so that neither the existing network
applications nor the protocol software on fixed hosts need to be modified,

2. to provide an application programming interface which allows an easy de-
velopment of new mobile client applications in a way that they are able to
cooperate with existing services on fixed hosts,

3. to minimize the traffic over the wireless link and to improve fault tolerance
and performance, and

4. to be able to conform with the work in progress on the Mobile IP standard
[4].

These goals cannot be achieved at any single architectural level. Instead, we
must consider several design issues at all architectural levels — from the data
link layer up to the application layer. The most vital point of interest is the
fixed-network node to which the mobile node is connected during a (GSM-)
session. This mediating node has a “Janus-like” functionality. On one side it
is vis-a-vis with a fragile and low-performing wireless network. On the other
side it is part of a reliable and high-performance world-wide network which is
robust and well-established in its functionality.

In a distributed application it would be reasonable to implement the communi-
cation between the mobile part and the fixed part using two distinct subsystems.
The mediating node is a natural place for splitting the end-to-end communi-
cation into two halves. For example, this node can act as a gateway which
connects two different communication protocols, each of which is suited for the
underlying communication medium. Similar ideas of splitting the end-to-end
TCP connection are recently presented in [5, 6, 7]. In addition, the mediating
node can be used to offer more sophisticated services to the higher layers of the
communication system.

As an application programming interface (API) we provide two socket interfaces
depending on the platform used on the mobile node. The interfaces are down-
wards compatible with the Berkeley sockets [8, pp. 335-363] and the Windows
Sockets [9], respectively. Hence, our API provides the functionality of reliable
stream connections and of connectionless datagram delivery. In addition, our
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approach provides to application programmers a possibility to implement en-
hanced functionality needed by users who are aware of the impacts of mobility
and wireless communication on their computation.

The rest of the paper is organized as follows. In Section 2 we discuss the work
in progress on mobility support for TCP/IP networking. We also relate the
TCP/IP protocols to some problems of wireless links. In Section 3 we outline a
socket-level solution based on the use of a mediating node between the wireline
world and the wireless world. We also summarize the current (July 1995)
status of implementation. In Section 4 we describe enhanced functionality in
our architecture.

2 MOBILE NODES AND TCP/IP
PROTOCOLS

The general structure of a distributed system with Mobile Nodes using GSM
links is the basis for Figure 1. When a Mobile Node (MN) wants to be attached
to a fixed TCP/IP network, it makes a GSM call to a fixed node which is able
to provide that connection. In our model the mediating dial-in server is called
the Mobile-Connection Host (MCH). The task of the MCH is to deliver packets
to and from the Mobile Node.

2.1 Mobile IP Routing

The cellular telephone network is a straightforward way to solve the mobility
problem. Using a mobile telephone an end user can always make a direct call
to an MCH at the home network. This MCH acts as a dial-up IP router. IP
datagrams are transmitted over the wireless link by encapsulating them within
the Serial Line Internet Protocol (SLIP) [10] or the Point-to-Point Protocol
(PPP) [11].

However, if the user happens to be far away from the home network, it may
be economically more attractive to use an alternative solution. In this case
the user chooses the closest available MCH in the fixed data communication
network and dials in to this MCH. Through the MCH the Mobile Node then has
a connection to any desired node within the internet. This variant has to make
use of the Mobile IP techniques to manage the routing of the IP datagrams to
the Mobile Node.



Connecting Mobile Workstations to the Internet Using GSM 257

Mobile-Connection Host(router; includes FA function) Application

MN A (IP addr: 193.8.48.2)

Application

outing tahle / Visitore list
Port 21 net /host _ ‘route 1o addr
(xcpruoe ] | | oreses it
ICP/UDP 193.8.482 ; ..
1942104 | .
SLIP / PPP : ,
default GW, 128.214.5.2 h
' [ outzioA . MobilelP l {
SUP APPP| |SLIP/PPP LAN
MN B (IP addr: 194.2.10.4) 1 Interfdce

I 128210481 [« Tormvarpesemin < |

Application J

PO

o

}
H
H
H
;
:
,
Port 21 \
TGP / UDP to the node B ) :
:
1
SLIP / PPP ] ;
Home Network & ':
of MNA 4 H
193.8.48.0

Figure 1 Routing IP datagrams to a Mobile Node

The proposed Mobile IP standard [4] specifies protocol enhancements which al-
low transparent routing of IP datagrams to Mobile Nodes in the Internet. The
key components in the proposed standard are the Home Agent (HA) located
at the home network of the Mobile Node and the Foreign Agent (FA) located
at the network to which the Mobile Node is connected. When a Mobile Node
attaches to a foreign network, it first finds a locally reachable Foreign Agent.
Then the Mobile Node registers its current location with the Home Agent. The
registration occurs through the Foreign Agent, which forwards the registration
to the Home Agent. After a successful registration the Home Agent intercepts
all packets addressed to the Mobile Node, encapsulates them, and tunnels them
to the Foreign Agent. The Foreign Agent decapsulates the packets and delivers
them to the Mobile Node. Outbound IP datagrams from the Mobile Node are
delivered to their destination by using the standard IP routing. Thus, applica-
tions on the Mobile Node can communicate with the rest of the Internet as if
the Mobile Node were connected to its home network. In our architecture the
Foreign Agent function is provided by the MCH to which the Mobile Node dials
in. After the dial-up connection to the MCH is set up, the cellular telephone
system hides all further mobility of the Mobile Node.
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As described above, the Mobile IP routing and the cellular telephone system
can be used to solve the mobility problem. However. neither of them is able
to solve the problems related to the behavior of the wireless data link: high
variability in the transmission delays, which can sometimes be very long, and
occasional temporary disruptions of the transmission service.

2.2 Problems in Using TCP/IP over Wireless
Links

Due to the different nature of the wireline and wireless behavior, there are
several drawbacks to a straightforward adoption of a cellular telephone system
and the Mobile IP routing support. Firstly, there is network traffic which is
unnecessary for the Mobile Node but which will be delivered over the slow
wireless link if not explicitly filtered by the MCH. There is also unnecessary
TCP/IP protocol header information exchanged over this link. Of course, the
header information of TCP connections can be reduced by using the technique
proposed by Van Jacobson [12]. This technique can be used with the SLIP
framing protocol called CSLIP. The PPP protocol also supports compression
of TCP and IP headers. However, reducing the header information of UDP
datagrams is not supported.

Secondly, most of the traditional network applications such as FTP and mail
exchange (e.g., SMTP [13]) use TCP, which is an end-to-end protocol. There-
fore, all retransmissions, also those due to packets lost on the path between
the MCH and the peer host in the fixed net, will cross the slow wireless link.
Furthermore, link-level recovery from bursty errors may cause delays that are
long enough for the TCP timers to trigger a packet retransmission. This can
result in two kinds of undesirable behavior: 1) The slow wireless link has to
transmit all the resent packets even though no packets were actually lost but
only delayed. 2) The fixed network has the extra burden of transporting all
the packets from the fixed host via the Home Agent to the MCH. It should
also be noted that the reasonable packet sizes on wireline and wireless links are
different.

In addition to excess data delivery, there are performance problems due to
the congestion control policy of TCP [14]. If the retransmission timer goes off
indicating a packet loss, the TCP sender reacts as if the reason were congestion
somewhere on the route. Hence, after each timeout the TCP sender slows down
its transmission rate through doubling the retransmission timeout value and
through decreasing the transmission window. Thus, a temporary disruption on
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the wireless link rapidly leads to long response times. Furthermore, the slow-
start algorithm used by TCP is rather conservative in restoring the efficient
operational transmission rate [15]. However, after the disappearance of the
distortion, the wireless link is immediately capable of working at full speed.

Finally, the wireless link can cause serious problems for existing applications
which depend on TCP. These problems arise when the behavior of the wireless
link causes a TCP connection to break down: few applications are sophisticated
enough to continue the interrupted activity. For example, a file transfer may
have to be restarted from the beginning. An unnecessary break-down of the
TCP connection can occur in a couple of cases. When the wireless link between
the Mobile Node and the MCH breaks, many TCP/IP implementations react
by terminating the end-to-end TCP connection once and for all. Even if the
break-down of the wireless link would not directly cause termination of the TCP
connection, the re-establishment of the dial-up connection can take a very long
time causing the TCP sender to terminate the TCP connection after several
retries. Exceptionally long delays on wireless links can have the same effect:
after several retransmissions the TCP sender believes that a data link is broken
and terminates the TCP connection. In principle, it is possible to reconfigure or
dynamically adjust the TCP timeout or counter that is used to decide how long
to retransmit an unacknowledged packet before terminating the connection.
However, hardly any implementation of TCP allows a reconfiguration of the
TCP timeout for maximum retransmits, not to mention a dynamic adjustment.

Even if it were possible to readjust the retransmission timeout, it is well known
that finding a suitable timeout value is difficult. If the wireless link is broken
and the timeout period is long, all pending packets from the fixed host to the
Mobile Node will be retransmitted for a long time. This will inevitably cause
excess load in the fixed network and in the MCH. However, the most serious
aspect is that timeouts should be adjusted at both ends of the connection.
This implies that the fixed node would need to know that it is dealing with a
Mobile Node. Hence, the TCP protocol software on any fixed node willing to
communicate with Mobile Nodes would have to be modified.

3 THE MOWGLI COMMUNICATION
ARCHITECTURE

The Mowgli communication architecture is designed to increase the usability,
reliability, and efficiency of client-server communication between a Mobile Node
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and a fixed host. In the Mowgli architecture the basic idea is to split the chan-
nel with an end-to-end control into two parts with a store-and-forward -type
interceptor. This interceptor, the Mobile-Connection Host, allows us to imple-
ment two separate but flexibly cooperating data communication subsystems:
one wireline oriented, the other wireless oriented. Therefore, we can retain the
existing TCP /IP-based communication infrastructure of the fixed network but
we can also implement special purpose protocols for the wireless link. The in-
terceptor also makes it possible to implement enhanced functionality on higher
levels.

3.1 The Socket Abstraction and TCP/IP
Protocols

A socket interface is widely used as the interface between application programs
and communication protocols. Nowadays, most of the traditional TCP/IP
Internet applications use TCP/IP protocols through some version of socket
APL

When a socket abstraction is used for interprocess communication, data is
exchanged between a pair of sockets bound to the underlying protocol. A
socket interface defines functions needed to address a peer socket, create and
close connections, as well as to send and receive data according the scheme
defined by the underlying protocol. TCP/IP protocols define a communication
endpoint, a half association, to consist of a 3-tuple: 1) an IP address, 2) a port
number, and 3) a protocol (TCP or UDP). In order to accept incoming TCP
connection requests or to receive UDP datagrams from a socket the application
program must bind a local communication endpoint to the socket. In order
to create a TCP connection or to send a UDP datagram from the socket to a
foreign destination the program has to supply the communication endpoint of
the desired destination so that a full association can be assigned to the socket.
The full association is defined as a 5-tuple which consists of the half associations
of the involved ends (see Figure 2).

3.2 Mowgli Sockets

The application programming interface offered in our communication architec-
ture is based on the socket abstraction. The socket interface called Mowgli
sockets enables application programs on a Mobile Node to use TCP/IP-based
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services which are available on fixed hosts although the TCP/IP protocols are
not used on the wireless link between the Mobile Node and the MCH. The
Mowgli socket interface is implemented in such a way that it provides the same
functionality as the original stream sockets and datagram sockets, i.e. sockets
for TCP and UDP protocols, respectively. Thus, applications on a Mobile Node
can use TCP /IP sockets for communication but the TCP/IP stack is actually
running on the MCH as exemplified in Figure 3. This is achieved by using the
MCH as a socket-level gateway.
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As aresult, an application program on a Mobile Node can communicate through
the Mowgli socket interface with the rest of the TCP/IP Internet by sending
and receiving data exactly in the same way as it would do when connected
directly to the Internet. The application program at the other end is unaware
of the modifications that have been made to transfer data over the wireless link.
This approach works well when all traffic to and from a Mobile Node traverses
through an MCH as it does when wireless point-to-point link is used to connect
the Mobile Node to the Internet.

When TCP is used as the transport level service, a reliable byte stream be-
tween the fixed host and the MCH is achieved as a result of standard TCP
functionality. The implementation of Mowgli sockets preserves the reliability
between the MCH and the Mobile Node.

3.3 Implementation Overview

An implementation outline of the Mowgli sockets is given in Figure 4. When
a Mobile Node dials in to an MCH, the MCH creates a new virtual network
interface and assigns the IP address of the Mobile Node to that interface. Then
it creates a proxy that will act as the mediating agent for the Mobile Node. If
the Mobile IP routing is used, the MCH registers with the Home Agent of the
Mobile Node. The Home Agent tunnels IP datagrams destined for the Mobile
Node to the Foreign Agent on the MCH as proposed in the Mobile IP draft.
In this way a mobile user can dial in to an MCH which is not located at the
user’s home network.

For each Mowgli socket, created by an application program on the Mobile Node,
the proxy creates a corresponding socket that will be bound to the virtual
network interface having the IP address of the Mobile Node. When an IP
datagram addressed to the Mobile Node arrives at the MCH, the Foreign Agent
does not deliver it directly to the Mobile Node as it does in a straightforward
Mobile IP implementation (see Figure 1). Instead, all IP datagrams addressed
to the Mobile Node which arrive at the MCH are passed all the way up through
the TCP/IP protocol stack to the corresponding socket in our approach.

The proxy is responsible for receiving data from the socket and transmitting the
data over the wireless link to the Mowgli socket on the Mobile Node. Special
purpose protocols are used to transmit the data over the wireless medium.
The application on the Mobile Node receives the data from the Mowgli socket.
Similarly, data sent from the Mobile Node through the Mowgli socket is first
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Figure 4 Implementation outline of the Mowgli sockets

transferred to the proxy on the MCH. The proxy then sends the data through
the “traditional” socket on behalf of the application program on the Mobile
Node. The outbound packets which carry user data originating from the Mobile
Node will contain the IP address of the Mobile Node as their source address, i.e.
the address assigned to the corresponding virtual network interface. Thus, the
peer somewhere on the fixed network receives the data as if it were directly sent
by the application program on the Mobile Node. Although the data traverses
through the higher layers at the MCH, there is no significant performance
degradation because the slow wireless link still remains the bottleneck.

The proxy has two basic responsibilities. The first one is to redirect data
between the sockets used by applications on a Mobile Node and on a fixed
host. The second one is to perform the necessary socket operations on behalf
of the application on the Mobile Node. The Mowgli Socket Protocol (MSP)
is designed to take care of these responsibilities. The MSP carries the control
information between the Mobile Node and the MCH so that socket operations
requested by the application on the Mobile Node can be invoked in the MCH.
The MSP also carries the user data associated with the Mowgli sockets.

In order to support concurrent TCP connections several logical connections
must be multiplexed over the wireless link. The Mowgli Data Channel Ser-
vice (MDCS) provides logically independent communication channels over the
wireless link. Each of these channels has its own flow control and priority.
Furthermore, the MDCS provides two types of data channels: stream channels
and message channels. Thus, the functionality of the TCP and UDP protocols
is easy to implement.
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The Mowgli Data Channel Protocol (MDCP) controls the delivery of data over
the channels. The MDCP protocol is specially designed for data transmission
over a slow wireless point-to-point link. It is a light-weight protocol: only
minimal amount of protocol overhead is involved and special attention is paid
to take into account the long latency of the cellular telephone links.

As the wireless medium itself is rather unreliable, a reliable link-level protocol
is typically needed. The high reliability of the GSM data transmission in the
non-transparent mode is achieved by running the Radio Link Protocol over the
wireless link. Thus, the primary objective of the MDCP protocol in GSM envi-
ronment is to take care of the recovery from link level disconnections. Although
the MDCP protocol is designed for a GSM link in the first place, any existing
link level protocol or a protocol specially designed for a wireless link can be
used. More details about Mowgli protocols and their implementation can be
found in [16].

We have implemented a prototype of our architecture on a Unix? (Linux) plat-
form. The software for Mobile Nodes is also implemented on a Windows? (3.11)
platform. The basic functionality of the architecture was relatively straightfor-
ward to implement. In many Unix versions no kernel-level modifications should
be needed on implementing the MCH software. Yet, a more convenient solution
can be implemented with minor kernel-level modifications in conjunction with
a Mobile IP implementation. However, the Mobile IP routing need not to be
supported if the Mobile Nodes always dial in to MCHs located at their home
networks.

Since we have not integrated the Mobile IP routing in our prototype, all the
functions needed on the MCH are implemented as user-level software. The
only exception is the virtual network interface which is based on an existing
extension of the loopback network driver for Linux. The MSP protocol is
embedded in the code of the proxy. The MDCP protocol is implemented as
a user-level process. Similarly, on the Linux platform most software for the
Mobile Node is implemented as user-level software. The operations of the
MSP protocol are implemented in a user-level agent, which cooperates with
the socket layer. About 500 lines of C were inserted into the Linux kernel so
that the existing socket layer can interact with the MSP agent. On the Windows
platform software for the Mobile Node is implemented as a dynamic-link library
{DLL).

2UNIX is a registered trademark in the U.S. and other countries licensed exclusively
through X/Open Company, Ltd.
3Windows is trademark of Microsoft Corporation.
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4 ENHANCED FUNCTIONALITY FOR
MOBILITY

In addition to the implementation of basic functionality in the Mowgli sock-
ets, the proxy (and the agent on the Mobile Node) can perform enhanced
operations for the Mobile Node. The enhanced functionality provided by the
proxy and the agent can be used to reduce the amount of traffic and to control
the operations crossing the slow and vulnerable wireless link. Typical exam-
ples include fault-tolerant transfer of long files, remote control of complicated
data-base operations, and processing of replicated information. However, any
action taken by the proxy must be either explicitly or implicitly agreed with the
Mobile Node. The control over the enhanced functionality is achieved by using
application-level parameters for quality of service and by adding new opera-
tions to the Mowgli socket interface. A more detailed description of enhanced
functionality in the Mowgli communication architecture can be found in [16].

4.1 Improving Quality of Service

In a mobile environment the most important quality-of-service attributes at the
application level are those related to reliability and performance. The functions
intended for improving the quality of service can be roughly classified into
two groups. The first group belongs to the general infrastructure of platforms
aware of mobility. They exist to hide the effects of mobility. In terms of
the ODP Reference Model [17] these functions implement essential distribution
transparencies such as the location transparency and the failure transparency.
The second group is a collection of functions for supporting mobility. They can
be used to design enhanced application-level functionality, to help the user,
either explicitly or implicitly, and to cope with problems of mobility. Using the
basic functions the application programmer can create compound functions
needed for the specific application.

The first group includes basic functions needed especially when old client-server
applications are used in a mobile environment without any modifications. En-
hanced functions which are general enough to help any type of communication
are needed. For example, the wireless dial-up connection can be automatically
established when needed or can be re-established after an unexpected discon-
nection. Similarly, the dial-up connection can on an idle wireless link can be
automatically torn down after a predefined timeout and re-established when
new data arrives to be delivered across the link. Furthermore, if the wire-
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less connection is temporarily broken, the proxy can receive and store data for
delayed transmission to the Mobile Node.

The second group provides functions which are more application oriented. Typ-
ical operations may include name-service functions modified to take mobility
into account, fault-tolerant transfer of data, and control functions for remote
and group operations. These operations can have attributes related to the
application-level quality of service. For example, the generic MSP agent and
the proxy can be replaced with a customized agent-proxy pair to improve the
performance of some application-level protocols over the wireless link. The
agent and the proxy can use a more sophisticated version of the application
protocol to reduce the amount of data exchanged between the Mobile Node
and the MCH. As an example case, we have implemented an application spe-
cific agent-proxy pair for the World-Wide Web (HTTP) [18].

4.2 Implementation of the Enhanced
Functionality in the Mowgli Sockets

The Mowgli communication architecture in Mobile Nodes is shown in Figure 5.
One of the basic ideas is to use a virtual layer to select between different socket
implementations. Our virtual layer is called the Mowgli Socket Layer {(MSL).

The objective of the Mowgli Socket Layer is to bind a socket to the appropriate
protocol stack according to the communication media in use and to hide the
slight differences between socket interfaces. The Mowgli sockets are used when
the Mobile Node is operating in a “mobile” mode. A “traditional” socket in-
terface is used when the Mobile Node is operating in a “wired” mode. The user
data sent and received through Mowgli sockets is delivered either by a generic
agent or by a customized agent depending on the values of the attributes.

Mobile users can use a graphical user interface to set the values of quality-of-
service parameters. By setting suitable parameter values end users can adapt
proxies for existing applications which use the traditional BSD or Windows
sockets. Particularly, parameter values can be prespecified for the well-known
ports used by common applications. In this way the user can, for example,
choose an appropriate agent-proxy pair for the application, and can request a
service that establishes the dial-up connection without user involvement.

Sometimes new (client) application programs specially designed for Mobile
Nodes are needed to improve the usability of applications in a mobile com-
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munication environment. When new client programs for Mobile Nodes are
implemented, the functionality of customized agent can be integrated into the
client software. These applications can directly use the channels provided by
the Mowgli Data Channel Service. Application programmers have a new type
of socket called Mowgli DC-socket as an application programming interface to
the MDCS. The same interface is also used when customized agents and proxies
for existing applications are impiemented.

Enhanced operations specified in the MDCS are especially intended for accom-
modating the indirect interaction model of communication. The operations
can be used when new kinds of “compound” client programs are implemented.
In such a “compound” program the client on the Mobile Node and the spe-
cialized proxy on the MCH are closely combined together. Together the client
and proxy act as a client of an existing fixed server. Therefore, most of the
communication with the server can be done by the proxy. Furthermore, the
application on the Mobile Node can directly control the operations over the
wireless link.

As an example we can take distributed transaction processing with the client
on a Mobile Node. The mobile-node resident part of the application specifies a
particular transaction. This specification is then sent to the application-specific
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proxy in the MCH. The proxy takes over the responsibility for the transaction,
and the connection between the Mobile Node and the MCH can be terminated.
The client on the Mobile Node may later ask the proxy to give the results of
the transaction, or the proxy can call back to inform the client.

5 DISCUSSION

We have presented a communication architecture which builds a bridge be-
tween the worlds of wireless and wireline communication. Our architecture
retains the TCP/IP-based communication architecture unmodified at existing
hosts of the fixed network so that neither the existing network applications nor
the protocol software on fixed hosts need to be modified. In addition, our ap-
proach makes it possible to accommodate existing application protocols to the
mobile environment with help of application specific mediators. The applica-
tion programming interface provides not only the functionality of the standard
TCP/IP socket interface but it also allows an easy development of new mobile
(client) applications which cooperate with existing services on fixed hosts.

We have paid particular attention to fault-tolerance and performance. Our im-
plementation of the architecture removes the unnecessary traffic due to TCP/IP
from the wireless link. It also improves the quality of service at application level.
The bottom line in our architecture is to split the channel with an end-to-end
control into two parts with a store-and-forward -type interceptor. Communi-
cation between a mobile client and a fixed server is based on a higher level
communication model of indirect client-server interaction. The model of indi-
rect client-server interaction involves two separate interactions, which can be
handled in different ways, and a mediator between these two hops.

Acknowledgements

The authors are grateful for the fruitful discussions with Heimo Laamanen,
Marko Moilanen, and Henry Tirri. The Mowgli research project is supervised
by professor Martti Tienari and funded by Digital Equipment Corporation,
Nokia Mobile Phones, Nokia Telecommunications, Telecom Finland, and the
Finnish Ministry of Education.



Connecting Mobile Workstations to the Internet Using GSM 269

REFERENCES

[1] Rahnema, M., “Overview of the GSM System and Protocol Architecture,”

2l

(3]

(6]

7]

(8]

IEEE Communication Magazine 31(4), April 1993, pp. 92-100.

“Quality of Service,” GSM specification 02.08, version 3.0.0., ETSI/TC
GSM, March 1990.

Alanko, T., Kojo, M., Laamanen, H., Liljeberg, M., Moilanen, M., and
Raatikainen, K., “Measured Performance of Data Transmission Over Cel-
lular Telephone Networks,” Computer Communication Review 24(5), Oc-
tober 1994, pp. 24-44.

Perkins, C. (ed.), “IP Mobility Support,” Internet Draft, IETF, March
1995.

Badrinath, B. R., Bakre, A., Imielinski, T. and Marantz, R., “Handling
Mobile Clients: A Case for Indirect Interaction,” In Proc. of the 4th Work-
shop on Workstation Operating Systems (WWOS-IV}, Napa, Calif., 1993.

Bakre, A. and Badrinath, B.R., “I-TCP: Indirect TCP for Mobile Hosts,”
In Proc. IEEE 15th International Conference on Distributed Computer
Systems, Vancouver, Canada, May 1995.

Yavatkar, R. and Bhagawat, N., “Improving End-to-End Performance of
TCP over Mobile Internetworks,” In Proc. IEEE Workshop on Mobile
Computing Systems and Applications, Santa Cruz, Calif., December 1994.

Comer, D.E., “Internetworking With TCP/IP: Principles, Protocols, and
Architecture, 2nd Ed.,” Prentice-Hall, 1991.

[9] Hall, M., Towfig, M., Arnold, G., Treawell, D., and Sanders, H., “Windows

Sockets: An Open Interface for Network Programming under Microsoft
Windows,” Version 1.1, January 1993.

[10] Romkey, J., “A Nonstandard for Transmission of IP Datagrams over Serial

Lines: SLIP,” Request for Comments 1055, Network Information Center,
June 1988.

[11] Simpson, W., “The Point-to-Point Protocol (PPP),” Request for Com-

ments 1661, Network Information Center, July 1994.

[12] Jacobson, V., “Compressing TCP /IP Headers for Low-Speed Serial Links,”

Request for Comments 1144, Network Information Center, February 1990.



270

[13]

(14}

15}

(16]

[17]

18]

CHAPTER 9

Postel, J., “Simple Mail Transfer Protocol,” Request for Comments 821,
Network Information Center, August 1982.

Jacobson, V., “Congestion Avoidance and Control,” In ACM SIG-
COMM’88 Symposium on Communications Architectures and Protocols,
Stanford, Calif., August 1988.

Céceres, R. and Iftode, L., “Improving the Performance of Reliable Trans-
port Protocols in Mobile Computing Environments,” IEEE Journal on
Selected Areas in Communications, 1995.

Kojo, M., Alanko, T., Liljeberg, M., and Raatikainen, K., “Enhanced Com-
munication Services for Mobile TCP/IP Networking,” Technical Report
C-1995-15, Univ. of Helsinki, Dept. of Computer Science, April 1995.

“Draft Recommendation X.903: Basic Reference Model of Open Dis-
tributed Processing - Part 3: Architecture,” Draft ITU-T Recommenda-
tion, ISO/IEC JTC1/SC21/WG7, March 1995.

Liljeberg, M., Alanko, T., Kojo, M., Laamanen, H., and Raatikainen, K.,
“Optimizing World-Wide Web for Weakly Connected Mobile Worksta-
tions: An Indirect Approach,” In Proc. of 2nd Int. Workshop on Services in
Distributed and Networked Environments, Whistler, Canada, June 1995.



10

ASYNCHRONOUS VIDEO:
COORDINATED VIDEO CODING
AND TRANSPORT FOR
HETEROGENEOUS NETWORKS
WITH WIRELESS ACCESS

Johnathan M. Reason, Louis C. Yun,
Allen Y. Lao, and David G. Messerschmitt

Electrical Engineering Division, Department of EECS
University of California, Berkeley, California 94720
USA

ABSTRACT

Wireless access to continuous-media services such as video, voice, and audio is becom-
ing increasingly prevalent. Interactive video services such as video conferencing and
multimedia editing are two such services of particular interest. We discuss some of
the problems with using the MPEG standard (which was designed for wired, circuit-
switched services) for wireless packet-video transport in a mobile environment. We
propose a novel strategy for video transport using a layered source coder in conjunc-
tion with a variable QOS, multiple-substream abstraction for the transport. This
abstraction addresses specifically the need to obtain simultaneously high spectral effi-
ciency, good subjective quality, and low perceptual delay on a wireless channel. It also
addresses the heterogeneous transport resulting from the concatenation of a wireless
access link with a broad-band backbone network.

We use asynchronous video (ASV) reconstruction, running counter to current tech-
niques, which use strictly synchronous (frame-by-frame) video processing. By doing
so, we hope to achieve a perceptual delay that is much lower than the worst-case
transport delay. By perceptual delay, we refer to the effective end-to-end latency ob-
served by the user, for example as represented by the audio delay required to maintain
lip synchronization. By identifying packets to the transport with relaxed reliability
and/or delay requirements, the transport (particularly wireless) can achieve high traf-

Copyright ©1995 by IEEE. Reprinted, with permission, from Proceedings of the Work-
shop on Mobile Computing Systems and Applications.
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fic capacity. Reasonable and promising simulation results are achieved, although much
work remains on achieving significant video compression in this environment.

1 INTRODUCTION

Wireless access to wired backbone networks will be a common model for the
future, resulting in a heterogeneous network infrastructure. Typically the wire-
less access will be the bottleneck for such a heterogeneous network, due to its
scant bandwidth allocation, propagation impairments {e.g., multipath fading),
and interference. Thus, our focus in this research is the provision of video ser-
vices over this heterogeneous network, with emphasis on the issues raised by
the wireless access.

In continuous-media (CM) services such as video, the only meaningful crite-
rion for evaluation of the service quality is the subjective quality. The primary
subjective impairments will be time jitter, latency or delay, and artifacts in-
troduced by loss mechanisms in the compression and the transport. Another
important consideration will be cost, as represented in part by the traffic ca-
pacity consumed for the service, particularly on the wireless access link.

In this mix of issues, we believe that delay has been largely overloocked. For
interactive applications such as video conferencing and multimedia editing, low
delay is crucial to user acceptance, and yet current trends run directly counter
to achieving low delay. Existing examples of wireless audio/voice access, such
as digital cellular, use transcoders (conversions from one audio compression
standard to another) in the basestation, which add significant delay. A similar
approach for video would have the same problem. On variable-delay trans-
port, typical of packet/cell networks, existing video compression algorithms
synchronously reconstruct video frames, implying a delay that includes the
worst-case transport delay plus any compression/decompression delay.

A primary goal of this research is to minimize the perceptual delay for video
transport. By perceptual delay, we mean the delay perceived by the user,
for example as would be indicated by the audio delay required to achieve lip
synchronization in a video conferencing application. We reduce this perceptual
delay by two related techniques. First, we code the video in such a way that
transcoders are not required within the network: that is, we transport the
video transparently from network edge to edge. Second, we do this in such a
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fashion that the perceptual delay is less than the transport worst-case delay
plus compression/decompression delay.

The second objective is achieved by reconstructing the video presentation at
the receiver asynchronously. That is, we identify information within the video
that can be delayed from its original frame to later frames, without significant
artifacts being introduced. For example, information elements in areas of the
screen with low motion are more tolerant to delay than areas of high motion. As
another example, the high-resolution information in areas with little motion can
be delayed relative to the low-resolution information. (This is closely related to
the well-known technique of progressive image transmission.) When the video
is asynchronously reconstructed, there is no longer a clear objective definition
of delay, but rather we have to rely on the vague notion of perceptual delay, a
quantity that can be determined only by subjective testing.

Decoupling perceptual delay from worst-case transport delay leads to another
opportunity. By allowing the worst-case transport delay to increase (without
affecting perceptual delay), we can actually increase the network traffic capac-
ity. This will be particularly advantageous on wireless access links.

2 MPEG AND MOBILE CHANNELS

Given the tremendous volume of activity by the MPEG committee in establish-
ing a video compression standard, the burning question may be, why not use
MPEG? In fact, with a compression ratio of about 100:1, MPEG may at first
glance seem ideal for networks with bandlimited wireless links. In a wireless
link, however, bandwidth is not the only scarce resource: high reliability is also
costly to provide. MPEG was originally designed with storage applications in
mind, and as a consequence is relatively intolerant of errors. It is this error sen-
sitivity, coupled with the need for synchronous reconstruction at the decoder,
that creates difficulties when we attempt to use MPEG for wireless access.

To quantify these effects, we consider how a heterogeneous network with wire-
less access may attempt to support MPEG. MPEG bit error rate (BER) re-
quirements are in the range of 1072 to 107° {12] [11]. Since the BER for a
mobile wireless channel is many orders of magnitude worse, we would need
to apply forward error correction (FEC), an automatic-repeat-request (ARQ)
protocol, or a combination of both.
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Let us address pure FEC first. We consider the Rayleigh fading channel, a
widely accepted model for mobile radio [5] [6]. From [5], a sophisticated con-
catenated convolutional and Hadamard code requires a bandwidth expansion
of approximately twice the number of orders of magnitude decrease in BER.
The BER for a mobile wireless channel is typically 1072 to 1073 [13]. As a
result:

®m  to lower the BER of a mobile wireless channel from 1073 to 10712, the
MPEG BER requirement, requires a bandwidth expansion factor of 18. If
MPEG has a compression ratio of 100:1, then after adding channel coding
redundancy, the effective compression ratio drops to a modest 5:1;

m  the FEC assumes soft Viterbi decoding, which is complex to implement in
hardware;

= acomplex channel decoder at the mobile receiver will adversely impact the
power consumption of the portable unit.

We can try to ameliorate the situation by applying a combination of ARQ and
FEC. We consider the most bandwidth efficient of all ARQ protocols, namely
Selective Repeat (SR). Further, let us disregard its buffering requirements for
now and suppose that ideal SR is possible. Since MPEG decoding requires
synchronous reconstruction, if a packet is delayed beyond the tolerable bound
for interactivity, the packet becomes useless and is lost. Hence, a packet is
useful only if received within B transmissions, where

B x roundtripdelay < delay bound (10.1)

Let X be the number of transmissions of a packet, and P, be the probability
of packet error. From [10], for ideal SR, we can express the probability that a
packet is successfully received on the ** transmission as,

PriX=i =(1-P)P". (10.2)

Summing the geometric distribution, we can determine the probability that a
packet is stale, that is, the packet is lost because its total delay exceeds the
delay bound for interactivity.
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Pr[X > B] = PB. (10.3)
If we assume independent bit errors,
P. = 1-(1-BER)", (10.4)

where N is the number of bits in a packet. Combining (10.3) and (10.4), we
have the result that to meet the MPEG bit-error rate requirement, the channel
bit-error rate must satisfy

1/N
BER < 1- (1-BER})}55) ' - (10.5)

If the BER is small, we can approximate (10.5) by

BERY/»
BER < =="MLEG (10.6)
For BERyprEg = 107!2) a round-trip delay of 30 ms, an interactive delay

bound of 100 ms, and a packet size of 188 bytes (the size of an MPEG2 transport
packet [14]), the ideal SR protocol would require a BER of approximately 10~7
or lower. The BER requirement would have to be achieved by applying FEC to
the unconditioned channel. This hybrid ARQ/FEC scheme has the following
implications:

m By use of ARQ, we have lightened the burden on FEC considerably. None-
theless, lowering the channel BER from 1073 to 1077 still requires a band-
width expansion factor of 8, which means the effective compression ratio
of MPEG is approximately 12:1, almost an order of magnitude lower!

»  ARQ is ineffective if the round-trip delay exceeds the interactive delay
bound. This may happen, for example, if the network route contains a
satellite link.
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®  ARQ incurs additional bandwidth overhead for retransmissions as well as
for error detection.

m  Finally, the system becomes even more complex to implement. In par-
ticular, the selective repeat protocol requires extensive buffering at the
receiver, whereas, other protocols that do not require buffering at the re-
ceiver {e.g., Go-Back-N) are less bandwidth efficient.

In summary, the analysis above suggest that to ameliorate MPEG’s intolerance
to errors, we must use a more complex receiver in the portable unit and severely
compromise MPEG’s compression ratio. We believe added complexity is a
major problem for portable, personal communications systems (PCS) since
more complexity usually leads to more power consumption, and PCS must
operate under low-power constraints. Further, an MPEG decoder is also a
fairly complex device that can consume substantial power. In fact, to date we
know of no low-power implementation of an MPEG decoder. We point out
these difficulties with MPEG not to discount MPEG, but to motivate the need
for video coding algorithms that are better coordinated with the transport of
the network, particular for wireless access. We explore this concept further
below.

3 SYSTEM LEVEL CONSIDERATIONS

To realize techniques such as end-to-end coding and asynchronous reconstruc-
tion of video we must have certain functionality provided by the network. For
example, asynchronous reconstruction of video requires the video coder to iden-
tify information within the video stream that can be delayed from its original
frame to later frames. However, for this technique to be useful, the network
must have the intelligence to exploit the different delay requirements of the
different information elements. That is, how does the network recognize which
information elements have relaxed delay requirements? Furthermore, once the
network has identified these elements, how does it use this information to re-
duce perceptual delay and increase traffic capacity? These system-level issues
and more are discussed in detail in [1], which proposes a basic architecture for
heterogeneous CM networks. In this section, we briefly summarize the salient
features and concepts of [1] that are relevant to the current discussion.
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3.1 Syntactical constraints

In the realization of CM services, as distinct from other services, there are three
critical signal processing technologies: compression, forward error-correction
coding (FEC), and encryption. These signal processing technologies modify or
hide basic syntactical and semantic components of a bit stream. Subjective
quality is important for CM services, and is affected by both signal processing
and transmission impairments. Signal-processing considerations should thus
play a major role in decisions about network architecture.

Figure 1 illustrates some fundamental syntactical constraints that we should
keep in mind while designing a network architecture for CM services:

s Compression must precede encryption and decryption must precede de-
compression. Encryption would hide basic statistical characteristics of an
uncompressed audio or video signal, such as spatial and temporal correla-
tions, that are heavily exploited by compression algorithms.

m Compression must precede FEC and decompression must follow FEC, since
there is no point to ”correcting” the benign and desired changes in a bit
stream due to compression and decompression.

m  The relationship between encryption and error-correction coding is more
complicated. We divide error-correction coding into two classes: binary
(such as algebraic and convolutional coding) that transform a bit stream
into another bit stream, and signal space (such as trellis and lattice coding)
that are integrated into a modulation system and involve Euclidean-space
manipulations [6]. There are hybrid cases, such as convolutional coding
with soft decoding, which we lump into the signal-space category. Since
encryption, like binary coding, transforms one bit stream into another,
it can precede or follow binary error-correction coding. However, since a
signal-space code generates an output in the real-number field, it cannot
precede encryption and signal space decoding cannot follow decryption.
The purpose of binary coding before encryption is to attempt to correct
post-decryption errors. The purpose of binary or signal-space coding after
encryption is to prevent errors in the transport of the encrypted bit stream,
which will indirectly prevent post-decryption errors.
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Figure 1 Syntactical Constraints on Signal Processing Functions

3.2 Edge vs. link architecture

Another crucial decision is the partitioning and mapping of the signal pro-
cessing functions. For example, do we perform compression, encryption, and
forward error-correction on a per-link or an end-to-end basis? There is a strong
tendency to perform compression on a per-link basis, placing transcoders {con-
verters from one compression standard to another) at the boundaries of the
subnetworks. For example, in the telephone network, in a call from a wired to
a digital cellular telephone, one voice coding technique (8 kHz sampled PCM)
is used on the wired network and another (VSELP in the case of the North
American [S-54 standard) is used on the digital cellular subnet [7]. This is for
valid and important technical reasons; namely, the desire for spectral efficiency
on the digital cellular subnet, resulting in more aggressive compression (traded
off against implementation cost and reduced subjective quality) and the need
for joint source/channel coding. An unfortunate side effect is that introducing
a new or improved service, such as wideband voice, can only be done by the
service providers, not by the user. Another side effect is that privacy cannot
be guaranteed, since transcoding requires'decryption and hence the user must
provide encryption keys to the service provider (or leave encryption entirely to
the service provider). A third side effect is a substantial accumulation of added
subjective impairment and delay. For example, the digital cellular transcoder
introduces on the order of 80 milliseconds of one-way delay, so that two digital
cellular phones experience a round-trip delay on the order of 320 milliseconds
due to the tandem transcoders. The extension of this approach tc more com-
plicated heterogeneous networking scenarios could easily result in unacceptably
large (multi-second) delays, which is an even more severe problem when video
and audio are combined.
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In contrast, performing some of these signal processing functions (if not all) on
an end-to-end basis offers some significant advantages:

®  Privacy and security. The link architecture is incapable of providing pri-
vacy by end-to-end encryption under user control, since an encrypted signal
cannot be transcoded. The best that can done is encryption on a link basis
by the service provider(s).

m  Open to change. The edge architecture is open to substitution of different
transport service layers at the network edge (user terminal or access point).
This leads to an economically viable method to upgrade transport services
over time, as well as introduce new ones.

m  Performance. The link architecture suffers from the accumulation of delay
and subjective impairment through tandem compressions and decompres-
sion of the CM signal. As mentioned above, this problem has already
become serious in digital cellular telephony. In more complicated het-
erogeneous scenarios, delay could become unacceptable for delay-sensitive
interactive applications.

B Mobility. The link architecture embeds considerably more state within the
network associated with the realization of a CM service, creating additional
requirements for migration of state when terminals are mobile.

Thus, we believe the edge architecture is superior to the link architecture and
it should be adopted for the future.

3.3 Substream abstraction of transport

One of the key features of [1] that embodies many of the ideas discussed above
is its substream abstraction for the transport network. Figure 2 illustrates this
abstraction.

For a particular audio or video stream, the transport provisions substreams
(through a link-layer protocol). Each substream has a quality of service (QOS)
specification of loss, corruption, and delay characteristics. The QOS of the
substreams are different, as negotiated at session establishment. In addition,
the collection of substreams comprising the stream has a joint specification of
rate parameters (substreams have correlated rates since they originate from
the same CM source). The substreams provide a mechanism by which a CM
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Figure 2 Substream Abstraction of Transport

service can specify different QOS characteristics for different information el-
ements. This in turn becomes the mechanism by which the benefits of joint
source/channel coding are achieved without a close coupling of source and chan-
nel coding design. Since substreams can be transported intact across heteroge-
neous subnetwork segments, joint source/channel coding on downstream links
does not require transcoders. Further, encryption does not interfere with joint
source/channel coding, as long as the substreams are independently encrypted.

In the absence of substreams, the delay characteristics of all data in a CM
stream is the same. With substreams, data can be segregated into parts with
different delay characteristics, and the network can exploit the relaxed delay
characteristics of some substreams to achieve higher overall traffic capacity (this
is one manifestation of joint source/channel coding, albeit one not previously
emphasized). From the perspective of the CM coder, there is control over which
data arrives earlier than the worst-case delay, and thus this low-delay data can
be exploited.

While constructs similar to substreams (typically called flows) have been pro-
posed for future Internet protocols, we argue that substreams are crucial to
obtaining high traffic efficiency in networks with wireless access links. Since
the wireless access link is where the greatest gains in capacity can be realized
in a heterogeneous network, we will examine it more closely.
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4 QOS AND TRAFFIC CAPACITY

The key components of QOS are bandwidth, delay and reliability. Let us
consider reliability first. For packet networks, we may distinguish between cor-
ruption (errors in the packet payload) versus loss (errors in the packet header,
causing the entire packet to be lost). On a wireless channel, the reliability of
a substream is proportional to the power at which it is transmitted over the
air: the greater the power of one’s own signal relative to the aggregate power
of other users, the lower the probability of error. Moreover, the traffic capac-
ity of wireless multiple access schemes such as code-division multiple access
(CDMA), and wireless cellular systems in general, are not just bandlimited,
but interference-limited as well [4]. It is therefore beneficial to transmit the
minimum power necessary to support a given reliability for a substream, as
this creates the least interference to other users. In the absence of substreams,
an entire video or audio stream would have to be transmitted at the reliability
level needed by its most error-sensitive component. This squanders power and
increases interference. With the application of substreams, power allocation
can be fine-tuned, thereby maximizing the interference-limited capacity of a
wireless subnet [4].

We have seen that providing variable reliability via the substream abstraction
can lead to network capacity gain. A natural question is, can we gain an ad-
ditional increase in traffic capacity by making the different delay requirements
among substreams visible to the network? That is, will the network capacity
be greater if each stream is specified by a single (tightest) delay requirement, or
if each substream can specify its own delay requirement? We address this issue
by considering the impact of variable substream delays in two ways: on the
capacity of the network to accommodate delay contracts, and on the capacity
of a wireless access link limited by interference.

Consider a work conserving queue! with inputs from streams for the following
two cases:

= the server knows that each stream is further partitioned into substreams.
Hence, the server knows the average delay requirement for each substream
and achieves just those delays;

1A queue server is work-conserving if it never idles when there are packets waiting to
be transmitted; a simple example is first-come-first-served. Work conserving queuing disci-
plines are widely used because they are bandwidth efficient — an important consideration
for wireless links.



282 CHAPTER 10

= the server just knows a single (tightest) average delay requirement for each
stream, and achieves that delay for each stream.

Now suppose in each case the system is operating at capacity, in the sense
that the bounds on average delay are just being met. What is the maximum
utilization in each case?

For any work-conserving queuing discipline and any set of substream arrival
processes, the GI/G/1 conservation law states [2]

Z Z pi,; Wi ; = constant, (10.7)

stream i substream j

where p; ; is the offered load (or utilization factor) and W; ; is the average
waiting time of substream j, stream .

Consider the case where we do not partition stream m into substreams. The
overall delay requirement of stream m then equals that of its most delay-
sensitive component. It follows that the average delay of stream m satisfies

W, = min {W,, ;} . (10.8)
j
The utilization factor of the stream is Simply pm = 3 pstream j Pm,js SO We
have
Pm Wm = (Esubstreamjpmnj) x minn {W‘m»"} (109)

< Zsubstreamj Pm,j mej :

By specifying any stream m with a single (tightest) delay requirement rather
than by its individual substream delay requirements, it follows from (10.7)
and (10.9) that the delays experienced by some of the other substreams must
necessarily increase (the only case where none of the other substreams’ de-
lays increase is if all the substreams of stream m have identical delay require-
ments). Since these substreams were already operating at the limits of their
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delay bounds, any further increase in delay would violate their delay require-
ments. These substreams would have to be removed, decreasing the traffic
capacity of the system. Hence, introducing the substream abstraction can pro-
mote the allocation of delay at fine granularity, with a corresponding increase
in the delay-limited capacity of the system. This result is completely general
and holds for any substream arrival process, the only assumption being that
the queuing discipline is work-conserving.

To obtain a concrete figure on the capacity gain, we would need to characterize
the arrival processes further. As a simple example, consider a stream with
Poisson arrivals which is segregated into three substreams, as shown in Table
1.

; is the fraction of arrivals in the stream that belong to substream 3, s0 ) m; =
1. We order the substreams according to their delay requirements, so that
Wi < W, < Ws.

Now consider statistically multiplexing independent Poisson streams with the
same substream profile as in Table 1, but possibly different rates. If the parti-
tioning of each stream process into substreams is random, then the substreams
are also Poisson. The aggregation of all streams is then Poisson, and we have
an M/G/1 system.

We wish to compare the maximum load that the system can accommodate
{while meeting all stream delay requirements) when the substream structure
is hidden, versus when the structure is made visible to the server. The server
with no information about the substream structure would try to meet a sin-
gle (tightest) delay requirement W, for each stream; the server which knows
about substreams would just satisfy the individual delay requirement of each

Table 1 Sample substream profile for a stream

fraction of required
stream arrivals | average delay
substream #1 | m Wi
substream #2 | ms Ws
substream #3 | w3 W3
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substream. Let pno_substreamss Psubstreams D€ the respective system loads. We
are interested in the capacity gain G, defined as

G = _Psubsireams (10.10)

Prno_substreams

It can be shown [9] that

™
G = ’ 10.11
1+ (7" - 1) Pno_substreams ( )

=W w, W
where 7 = wr T+ A T2+t T

Intuitively, m can be interpreted as a measure of the spread in the various
delay requirements of a stream’s components. For example, we note that if
m; = 1, corresponding to the case where each stream is comprised entirely of
substream one, then 7 and the capacity gain G is unity. This is as expected,
since a system with and without substreams would then be identical. The gain
also approaches unity as the load pno_substreams approaches one, because from
rate considerations the load cannot exceed unity. At all other operating points,
the gain in capacity is strictly greater than unity, as shown in Figure 3.

Finally, let us look at a specific numerical example. Let the substream de-
lay requirements be 30, 60 and 90 ms respectively, and let [my, 7o, 73] =
[0.2,0.35,0.45]. If the delay-limited capacity of a substream-less system is
Pro_substreams = 0.1, then the load capacity of a system utilizing substreams
iS Psubstreams = 0.2 — a twofold gain in capacity.

We can exploit the variable substream delay concept even further by consid-
ering its impact on the interference-limited capacity of wireless multiple-access
links. On a wireless link, a substream’s reliability requirement is mapped onto
a desired signal-to-interference noise ratio (SNR). The capacity of a wireless
multiple-access link is interference-limited in the sense that in order for the
substream reliability requirements to be satisfied, the following condition must
hold at any time [3]:

z f(SNRany substream of user k) <1 s (1012)

all users k
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Figure 3 Traffic Capacity Gain Using Substreams

where f(z) is a monotonic function in z. Specifically, (10.12) must hold when
all users simultaneously transmit their maximum SNR substreams. A call ad-
mission criterion satisfying this worst case may under-utilize system capacity.
However, if substreams with variable delay requirements are available, then
during times of high SNR traffic loads we can delay the transmission of sub-
streams with relaxed delay requirements until traffic conditions are lighter,
thereby increasing capacity. In a similar vein, there may be occasions when
(10.12) is satisfied, but the channel conditions are so poor that the level of
transmit power dictated by the power allocation algorithm would physically
saturate the transmitter. Again, if a given packet has more flexibility in its
transmission time, we can wait until channe! conditions are more benign before
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transmitting, thereby providing an additional mechanism for traffic smoothing
and capacity increase.

5 VIDEO CODING FOR A SUBSTREAM
TRANSPORT

In Section 3 we discussed a substream abstraction of the transport. Further,
in Section 4, we discussed how such a substream transport can be used to
provide QOS and increase traffic capacity on a wireless subnet. In this section
we discuss a method of coding video for transport via substreams.

5.1 Overview of asynchronous video coding

Video coding for substream transport requires the partitioning of the video
stream into substreams of compressed video with different QOS characteris-
tics (i.e., delay, loss, and corruption). Since substreams have different delay
characteristics, they arrive at the receiver asynchronously. It is possible to re-
synchronize substreams at the receiving terminal, but to do so will result in
transport delay (including re-synchronizing delay) that is characteristic of the
highest-delay substream. We choose a different approach, in which the video is
asynchronously reconstructed at the receiving terminal. Our goal is to achieve
a perceptual delay that is representative of the lowest-delay substream, rather
than the highest-delay substream. We define asynchronous video (ASV) as
video coding for substream transport, where we decode the video presentation
for display without re-synchronization of the substreams [8].

Figure 4 illustrates an abstracted view of ASV coding for a substream trans-
port using three substreams. At the source, the ASV coder partitions a video
stream into substreams by segregated the semantic components of the stream
into three classes: high motion, low motion, and no (or very low) motion. For
example, the semantic components might be 8x8 blocks of pixels, where each
block represents a particular spatial region in one frame of video. Therefore,
the high-motion substream will carry blocks that have a high level of motion,
the low-motion substream will carry blocks that have a low level of motion,
etc., where motion is determined by some metric (see below). At the sink,
the ASV decoder asynchronously reconstructs the video stream from its sub-
streams. Thus, continuing with our example, video blocks that originate in
one frame at the source might be reconstructed in a later frame at the sink
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Figure 4 Substream Abstraction for ASV Coding

(see Figure 5). In Section 5.2, we will explain how this can be done without
introducing undesirable artifacts.

Within this framework, we can make the following intuitive observations:

®  The perceptual delay will be dominated by the transport delay of the high-
motion substream. For example, in video conferencing the high-motion
areas will typically be the person’s head, lips, etc., thus, the audio delay
for lip synchronization (or the perceptual delay) will be approximately
equal to the delay of the high-motion substream.

m  The high-motion substream is more tolerant of loss and corruption than
the other substreams since high motion can subjectively mask some of
the artifacts resulting from channel and quantization errors. Thus, this
substream can have lower resclution and relaxed loss and/or corruption
requirements relative to the other substreams.

m  The low-motion substreams are less tolerant of loss and corruption in both
coding and in transport, but more tolerant of delay. Thus, these sub-
streams can have higher resolution and relaxed delay requirements relative
to the high-motion substream.

Nature is kind to us, since blocks with tighter delay requirements have relaxed
loss and/or corruption requirements, and vice versa. This is precisely the typ-
ical tradeoff between delay and loss in subnetworks operating with constant
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resource utilization. That is, techniques that improve reliability (e.g., FEC)
also introduce extra delay. Therefore, this motion-adaptive partitioning is a
natural one; that is, the ASV coder’s substream abstraction maps nicely into
the transport’s substream abstraction (see Figure 6).

To reiterate, with this partitioning of video streams into substreams, we ex-
pect intuitively that the low-motion substreams can be delayed relative to the
high-motion substreams. Further, we expect that the perceptual delay will be
dominated by the high-motion blocks, which are transported with the lowest
delay. Thus, the perceptual delay will be dominated by the lowest-delay sub-
stream, rather than the worst-case transport delay. To the extent that the other
substreams’ delay requirements can be relaxed, the network traffic capacity can
be increased. We believe that this opportunity has the greatest significance on
wireless access links, although (as noted before) we propose to use this video
coding technique transparently across the entire edge-to-edge connection to
avoid extra delay (and other problems [1]) introduced by transcoders.
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5.2 ASV codec design

In this section we give a general description of our ASV codec that serves as a
framework for future designs. Here, we emphasize the substream partitioning
and asynchronous reconstruction of video, rather than the specific signal pro-
cessing of each component. (See [8] for details on one such realization.) We
discuss results of an actual software implementation in the next section.

Figure 7 shows a block diagram of the coder design. In the top forward-path,
frames are first processed through a transformation component, which trans-
forms the image into a suitable domain (e.g., frequency domain via subband
coding) and representation (i.e., transformed-image blocks). The substream
coder then performs quantization and compression of the transformed blocks
to provide layered resolutions of compressed video blocks and, most impor-
tantly, partitions the video stream into substreams. The coder partitions the
video stream into substreams according to a bank of motion-driven, finite-state
machines (FSM), one for each spatial block-region of the image (see Figure 8).
Motion detection is performed in the bottom forward-path, where each motion
estimate is quantized into one of three motion levels: No, Low, or High. We use
the average, squared-difference in pixel values between the current and previous
blocks as our metric for estimating motion and a dual threshold to quantize
each motion estimate into one of the three levels.
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Figure 7 Block Diagram of ASV Coder

Figure 8 illustrates the substream-coder FSM for a particular block-region. The
FSM updates its state according to the level of motion detected for that block
region. There are three states: HIGH, LOW, and NO that correspond to the
three source substreams (see Figure 6) and one state called IDLE. In particular,
the FSM makes a transition to the HIGH state whenever a high level of motion
is detected and the corresponding block is transported on the lowest-delay
substream. For low levels of motion, the FSM makes a transition into the LOW
state and the corresponding block is transported on the higher-delay substream.
When virtually no motion is detected, then the FSM makes a transition to the
NO state and the block is transported on the highest-delay substream. If there
is still no motion detected for this block at the next frame, then the FSM makes
a transition to the IDLE state, where no data is transmitted. The FSM remains
in the IDLE state until motion is detected again.

For each block, a message is sent to the decoder in the form of a packet header
that contains the following information:
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m  Temporal locator, which specifies a frame number.
®  Spatial locator, which specifies the X-Y coordinates of the block.
m  Resolution identifier, which specifies what layered resolution to decode.

®  Packet size, which specifies the size of the packet (including header).

Each video packet is variable length with a fixed-length header, thus the pay-
load is variable length. We choose a variable-length payload because ASV
coding is variable-rate video coding, which is realized (in part) by adjusting
the resolutions] per substream. Note, the video packet header (as seen by the
decoder) contains no information identifying which substream transported the
packet. Thus, the ASV decoder maintains no state information about sub-
streams. Below, we discuss how this leads to a simplified decoder design.

Figure 9 shows a block diagram of the ASV decoder. The substream-decoding
component asynchronously reconstructs the video stream from the incoming
video packets by maintaining an ordering constraint, which is expressed by,

P <N < (P+8), if 0

<P<7
(P-8) < (N+7)modl6 < P, if8<P

- (10.13)

IAIA
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where P is the previous frame number, N is the current frame number, and
N,P ¢ {0,1,...,15}. That is, frame numbers are assigned using modulo 16
numbering (0,1,...15,0,1,...,15,0,1,...). If N does not satisfy (10.13), then the
current block is considered to be stale and is discarded, otherwise, the current
block is considered to be new and is displayed. For example, if P = 4, then in-
coming blocks with frame numbers N € {0,1,2,3,12,13,14,15} are considered
stale. Essentially, (10.13) helps the decoder identify blocks that have experi-
enced excessive delay and are no longer useful, but are still delivered by the
network because their time-to-live in the network did not expire. While we do
not attempt to maintain the exact temporal relationship of the blocks, nor do
we re-synchronize the substreams, it is necessary to impose this ordering con-
straint to prevent undesirable artifacts. Referring to Figure 10, if a no-motion
block is generated in frame 1 at the source, but doesn’t show up at the sink
until frame 3 (because of its relaxed delay requirements) after a high-motion
block that was generated at the source in frame 2, then the no-motion block is
stale and should be discarded. The inverse transformation component produces
the actual image representation. In summary, the substream decoder performs
a simple calculation to ensure that only the most recent image data for each
block region is displayed; stale data is always discarded.

We have not specified the way in which the layered resolution is achieved. There
are many ways this could be done, but in the present realizations we have
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chosen a simplistic subband decomposition. Further, our current ASV coder
does not utilize other known compression techniques like motion compensation,
but it may be possible to introduce these concepts later. The video coding
simulations reported here are very simple, designed to illustrate the perceptual
delay benefits of ASV.

6 RESULTS

In this section, we investigate the effects perceptual delay, delay-bound require-
ments, and channel errors have on the subjective quality of ASV by discussing
results of three simulations. The ASV codec used for each simulation was based
on subband decomposition with scalar quantization of subband coefficients [8].
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6.1 Perceptual delay

To measure the perceptual delay, we used a 15 frames per second talking-heads
sequence, which we refer to as SEQ. This sequence has significant high-motion
content (i.e., head and lip movements), low-motion content (i.e., a slowly pan-
ning overlay), and stationary content (i.e., a motionless background).

We simulated ASV coding of SEQ with different delay requirements for each
substream. For this experiment, we chose the delay requirement for the high-
motion substream to always be less than the 66 ms frame time for SEQ; that is,
we require that all high-motion blocks from the same frame arrive at the receiver
within 66 ms. For the other substreams, we assigned delay requirements greater
than 66 ms. We then played back the processed data with its corresponding
audio to observe lip sync.

From our observations, we could not differentiate the lip sync of the processed
video from the original, which suggest that the perceptual delay for SEQ was
indeed dominated by the high-motion substream. We were able to verify this by
keeping the delay of the high-motion substream constant (and always greater
than 66 ms) and then varying the delay requirements for the low and no-motion
substreams. Under these constraints, lip sync was always disrupted regardless
of the delay requirements assigned to the medium and fine substreams; that is,
even with a zero delay requirement on the low and no-motion substreams, lip
sync was disrupted.

In summary, this empirical evidence suggests that we can indeed relax the
delay requirements on the low and no-motion substreams without introducing
objectionable artifacts, but there are bounds on how much we can relax these
requirements. The next section presents some empirical results to quantify
these bounds.

6.2 Delay bounds

The effects of relaxed delay bounds on substreams, besides the high-motion
substream, offer the transport considerable flexibility in meeting other needs
(e.g., error protection) of these substreams. However, by relaxing the delay
bounds, we might introduce visual artifacts in the video resulting from the
temporal displacement of high, low, and no-motion blocks relative to their
original frame. The question is whether subjective quality degradation can be
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held in check while the transport delay bounds for certain substreams varies as
much as multiple frame intervals.

To measure how relaxed the delay bounds can be on the low and no-motion
substreams, we used a 24 frames per second action sequence, which we refer
to as MOT. This sequence also had significant high-motion, low-motion, and
stationary content.

For this experiment, we kept the delay requirement for the high-motion sub-
stream below the 42 ms frame time for MOT and varied the delay requirements
for the other substreams until the video quality became objectionable. From
our observations, we concluded that the low-motion substream could tolerate a
delay up to one frame time and the no-motion substream could tolerate a delay
up to three frame times. In other words, low-motion video blocks would not
arrive in time for the next output frame but for the one after and no-motion
video blocks could be delayed by two additional frames.

In summary, this empirical evidence suggests that it is possible to relax the
delay requirements on the low and no-motion substreams (to a lesser extent
for low-motion substreams). In particular, video blocks being transported by
the highest-delay (i.e., no-motion) substream can be delayed multiple frame
times and, thus, lead to substantial gains in traffic capacity as outlined by the
strategies presented in Section 4.

6.3 Error resilience and bit rate

It was also of interest to test the resilience of the video quality to error im-
pairments. As discussed before the high-motion substream is more tolerant of
errors than the other substreams. For the MOT sequence, we found that the
high-motion substream could endure an error rate three to four orders of mag-
nitude higher than the no-motion substream for roughly equivalent subjective
impairment. In the absence of any form of error control, we found the video
quality was good under error rates on the high-motion substream in the range
of 107 to 1073 , a fairly reasonable error probability to sustain on wireless
subnets.

Figure 11 provides an example of the bandwidth gains resulting from our ap-
proach. For the MOT sequence displaying 320x240 frames of eight-bit gray-
scale data at 24 frames per sec, the average bit rate produced by the coder
was about 5 Mbps while its raw bit rate was 14.7 Mbps. For this simple re-
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alization of an ASV codec, the compression ratio was at best 3:1 for various
test sequences. It should be noted that the work we have discussed here has
not focused at all on attempts to merge ASV coding with popular compression
techniques such as motion compensation or vector quantization, but doing so
should result in significantly higher compression ratios. Nevertheless, our pri-
mary goal has been to reduce perceptual delay and increase traffic capacity,
which is not necessarily the same as minimizing the bit rate.

7 CONCLUSIONS AND FUTURE WORK

We consider our work on ASV coding and decoding to be very preliminary.
Since we could see no path from existing video compression standards like
MPEG directly to an ASV version, we instead started from first principles.
Thus, our preliminary ASV codec might be considered a form of simple con-
ditional replenishment coding, as it achieves compression only through dis-
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carding fine-resolution information in areas of high motion, and transporting
low-motion information less often (or only once, where there is no motion at
all). The novelty of our codec is in the temporal dimension, where we are mov-
ing low-motion and stationary, high-resolution information to later frames, as
long as the resulting artifacts are not subjectively objectionable, and thereby
gaining traflic capacity advantages.

In future work, we hope to demonstrate more sophisticated versions of ASV
codecs, in particular, incorporating other known video compression techniques
such as vector quantization (VQ) and motion compensation. One such realiza-
tion using multiple VQ codebooks is currently being designed. Additional work
is needed in verifying ASV video over more accurate transport models. Our
efforts to date have focused on demonstrating the perceptual delay advantages
of ASV, and the error models used are simplistic. Achieving the best combi-
nation of subjective quality and traffic capacity on wireless links will require
considerable additional work.

Simultaneously, we are exploring network transport algorithms to realize some
of the capacity gains promised by joint source-channel coding via the substream
abstraction. Ideally, such an algorithm would need to incorporate and integrate
many of the concepts we described in this paper: maximizing the interference-
limited and delay-limited capacity through a coordinated allocation of reliability
{power control) and delay (queuing disciplines). We are currently designing a
real-time prototype of ASV transport by wireless CDMA in the context of the
Infopad wireless multimedia computing project at Berkeley.
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ABSTRACT

Publishing® is a spontaneous and periodic broadcasting (or multicasting) of data on
the wireless channel by the MSS to a specific group of clients. Since publishing is
server initiated, querying published data does not require any uplink transmission.
Thus, publishing is particularly suitable for asymmetric communication environments,
which have very narrow uplink channel or no uplink channel at all. We describe
data organization methods for publishing based on temporal as well as multicast
addressing. We also show how the publishing mode can be efficiently mixed with
the standard on-demand mode in an adaptive manner, based on the profile of user
requests.

1 INTRODUCTION

Wireless technology is gaining popularity very rapidly. Many forecast a gigantic
market with millions of mobile users carrying small, battery powered palmtops
equipped with a wireless connection. Mobile users will be in constant need of
information such as traffic information, local directories (white/yellow pages),
weather information, local sales, stock quotes, sports scores, commodity prices,
etc.

Figure 1 shows the structure of a hypothetical system that provides clients
with information services. The wireless information servers called Mobile Ser-

LOther terms which have also been used for wireless publishing include disks on air, caches
on air, airdisks etc
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vice Stations (M SS) will be equipped with wireless transmitters (denoted by
tall antennas) capable of reaching thousands of users (denoted by small dark
rectangles) residing in cells. Cell sizes as well as the channel characteristics
(such as bandwidth) will vary widely. Small picocells may have a very small
range covering only relatively few clients. Larger cells will measure tens of miles
in diameter. Cells may also overlap. A small cell (based on wireless LAN, for
example) may provide a high bit rate through one wireless interface, and be
located within a larger, say, Cellular Digital Packet Data (CDPD) cell. A client
can use dual interface cards to communicate with the MSSs of both cells.

Bit rates will vary from cell to cell. Wireless LAN will offer relatively high bit
rates (Millions of bits per second) within a small distance range, while CDPD,
private data networks (RAM, ARDIS) or satellite networks will provide much
lower data rates with much wider distance scopes. Additionally, charges and
tariffs will depend on the network provider and, usually also on the location of
the user. The wireless LAN connectivity will be free (ignoring, the one time
fee for network interface cards and driver software) while outdoor radio con-
nection will be charged per connection time or per packet sent/received. While
it is probably true that users will be able to communicate and use information
resources from any place and anytime, the cost will substantially vary, forcing
users to make choices about what to send/receive, where and when. For exam-
ple, a user may delay transmitting a wireless fax until s/he is in the vicinity
of a pocket of high wireless bandwidth (like wireless LAN) rather than pay
a lot of money for slow outdoor radio link such as CDPD. In fact, specially
designed information kiosks offering very high bandwidth in a very small range
and having a low power connectivity, may be available?.

Each MSS will provide full connectivity to the internet but it may decide on
different local caching policies (for information which is frequently accessed in
its cell) as well as different modes of information delivery.

The main objective of this paper is to discuss a mechanism of information
delivery, called publishing, which we find particularly suitable for wireless en-
vironments.

This paper is organized as follows: Section 2 introduces the notion of the pub-
lishing mode. Sections 3 and 4 discuss the ways in which publishing can be
efficiently achieved. In section 5 we consider publishing of data items with vary-
ing access frequencies. In section 6 other related information delivery modes

2The ongoing Infostations project at Rutgers University is investigating different architec-
tures for providing such high bandwidth pockets of connectivity to facilitate expensive data
communication such as faxing.
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are discussed and finally section 7 presents the conclusion of the paper, with a
brief sketch of the current implementation status of some of the ideas presented
in this paper.

2 PUBLISHING MODE

Publishing is a spontaneous and periodic broadcasting (or multicasting) of data
on the wireless channel by the MSS to a specific group of clients. Since pub-
lishing is server initiated, querying published data does not require any uplink®
transmission from the clients. It involves client initiated filtering of the pub-
lished data stream which arrives on the downlink channel. The term publishing
was first introduced in [4] and that paper also investigated broadcasting over a
wireline network as an information dissemination mechanism. In the Datacycle
project at Bellcore [3] and [6], a database circulates on a high bandwidth net-
work (140 Mbps) and users query this data by filtering relevant information

3We distinguish between the uplink channel, from the client to the MSS and the downlink
channel from the MSS to the client. In asymmetric wireless environment, the uplink channel
is much more narrow than the downlink channel.
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using a special massively parallel transceiver capable of filtering up to 200 mil-
lion predicates a second. Scheduling issues of periodic broadcast are analyzed in
[17]. Wireless publishing was considered by Gifford in [5], where a system called
Boston Community Information System is described. In this system newspa-
pers are broadcast over an FM channel and this information is downloaded by
PCs equipped with radio receivers. There is a single communication channel
(network) and power conservation plays little role since, the PCs (equipped
with wireless modems) are connected to a continuous power supply.

The use of publishing as an energy efficient information dissemination mode was
first described in [7] and then later in [8] and [9]. Other terms such as “disks
on air” [13] and “cache on air” [9] have been subsequently used for wireless
publishing as well. While the paper [13] concentrate on the publishing policies,
we put more emphasis on the addressing issues for the broadcasted stream.

In this section we summarize most of the work in [9] and later discuss multicast
based publishing solutions. In practice, the publishing mode will be rarely used
alone. It will rather be mixed with the standard client-server mode (also called
on-demand mode) of interaction where the client submits an uplink request to
the MSS and downloads the necessary information (sent by the MSS). Only the
most frequently requested data items, the so called hot spots (popular stock
quotes, airline schedules a short time before arrival/departure, etc.) will be
published. The standard on-demand mode will be used for items which are re-
quested less often, since publishing these items would be a waste of bandwidth.
However, even in the on-demand mode, it will make sense to batch requests for
the same data item and send the data item once, rather than cater individually
to each request.

In general, publishing will be used in asymmetric environments where the use of
uplink link is either discouraged or simply impossible. The former applies when
uplink channel bandwidth is narrow and/or the sending terminal is powered by
batteries. The latter applies to the unidirectional communication such as the
currently used one-way paging, where the clients can only receive information
(be paged).

Let us now list the main advantages of the publishing mode.

The big advantage, first brought out in [3], is the scalability of the publishing
mode. The access time? for a data item that is published does not depend on the

4We define access time, later called latency, more formally below. It is the delay from the
time the user issues a request until the time it downloads the data item.
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number of clients who need this data item. Consequently, the publishing mode
scales up well with the number of clients. For example, if stock information
is published every minute, then it doesn’t matter whether 10 clients or 10,000
clients are listening, the average waiting time will be 30 seconds. This will not
be the case if stock information is provided on-demand.

Another big advantage deals directly with the power savings on the client’s side.
The publishing mode avoids the power consuming uplink transmissions from
the clients (to the MSS) and also avoids keeping the CPU “on” continuously
(upon providing a suitable directory - as explained later).

Hence, the publishing mode is very well suited for the wireless environment as
it conserves both the power at clients and the wireless bandwidth.

Let us now elaborate further on our claim that the publishing mode allows
energy efficient information access. To do this we introduce the concept of low
energy operations. The low energy operations assume that the CPU has two
basic modes of operations: active mode and, the energy efficient, doze mode.
Additionally, we assume that the receiver can be temporarily completely shut
off by the client. As indicated in the introduction both features can lead to
substantial energy savings®.

Overview of the Communication Issues

For a full implementation of the publishing mode a number of communication
issues have to be resolved. First, how can reliability be achieved for the pub-
lishing mode? Since the information is published by an MSS with no uplink
transmissions from the clients (no explicit acknowledgments) - it is a challeng-
ing problem to achieve reliability. Secondly, how can a client access a specific
published data item? Some form of synchronization is necessary. We assumnie
that the published stream of data is packetized but how does the client know
when the relevant packet of data is published? One of the important factor
here is the type of the network which is used. In Ethernet, for example, it is
impossible to determine the exact arrival time of a packet since there are no
reservations. In reservation based protocols such as PRMA, the exact arrival
time of a packet on the network is deterministic. We will address most of above
communication issues later in the chapter (in section 3.3).

5Currently, the WaveLAN/PCMCIA card (a network adapter card providing wireless com-
munication in a PC based LAN) draws approximately 3.4 watts for transmitting and 1.8 watts
for receiving.
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Some Possible Applications of the Publishing Mode

Below, we list some possible applications of the publishing mode:

Financial Information System

An extension of the currently used Quotrex information system® could

periodically broadcast stock quotes together with the recent news clips
about the individual stocks. Each broadcast could limit the stories to
the most recent ones, e.g., those covering the last 2 hours. Thus, for
example, IBM’s stock quote could be followed by the information of the
just released quarterly report. Notice, that each “edition” could possibly
contain varying amount of information depending on the story size, etc.
Individual users are interested only in specific stocks, thus, proper filtering
mechanisms has to be established here.

Airport Information System

Here information about airport facilities (shops, gates, restrooms, etc.)
could be periodically published. Additionally, information about the ar-
rivals and departures of airplanes is a good candidate for publishing as
well.

Emergency

Emergency information such as flood and storm warning, traffic jams, etc.,
can be published periodically.

We will use the first two examples later on, to illustrate some of the publishing
techniques described in the paper.

2.1 Addressing Methods

In this subsection we will elaborate in detail on different addressing methods
for the packetized downlink stream of published data. We assume that the
client is only interested in a small subset of relevant records. For example, the
user of a financial information system may be interested only in specific stocks

and

stories about this stock. Optimally, the client should have its CPU and

receiver “on” only when the relevant record is published. In order to get to

this

goal, the published information should be addressed in such a way that

SQuotrex periodically broadcasts stock quotes on an FM radio channel.
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address matching is a low energy operation. This can be accomplished in two
basic ways:

m  Using Multicast Addresses

The technique of sending a common data item to a group of clients is
called multicasting and the addresses reserved for multicasting are called
multicast addresses. In IP (Internet Protocol), this constitutes all 32 bit
addresses starting with 1111. If a client is equipped with an Ethernet
card then it can match the predefined set of packet addresses and still
keep the CPU in a doze mode. Thus, if an individual record is given a
multicast address then the client can keep his CPU in a doze mode until
the published record’s multicast address matches the address specified by
the user. Notice that in this technique the client’s receiver still should be
“on”.

Filtering by matching the multicast addresses is one way of ensuring that
the clients do not have to process all the data items. A client gets a
data item only if it is interested in that item. There are 28 bits available
for multicast groups, which provide a total of 228 addresses. The client
then joins a multicast group (based on directory information, as described
later) and can filter the relevant data using only the Ethernet card, without
waking up the CPU and the whole OSI protocol stack. Note that there
is usually a limit on the number of multicast addresses an Ethernet card
can simultaneously listen to (the NS8390 chip can listen to 8 multicast
addresses).

The same process can be accomplished if the mobile terminal is equipped
with a pager. The low energy consuming hardware of the pager would
perform the address matching and only when matching occurs does the
CPU wake up.

m  Using Temporal Addresses

The system clock is a low energy circuit. If the client knows the exact
time when the relevant record is published it can switch off the receiver,
put the CPU into the doze mode and switch back when the record arrives.
To detect the arrival of the required record, the temporal matching has
to be performed by the clock circuitry. This consumes very little energy.
However, temporal matching requires a perfect or close to perfect synchro-
nization which is not necessary in case multicast addressing is used. On
the other hand, the potential energy savings of this method are larger than
those of multicast addressing since the receiver can also be temporarily shut
off (in addition to the CPU being in the doze mode).
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Both methods require that the client knows the mapping between the record
keys (primary or secondary) and (multicast, temporal) addresses. This map-
ping, called a directory, has to be either cached by the clients or published as
well. We will discuss different methods of multiplexing the directory and the
data in the next section.

2.2 Basic Notions

Now we introduce some of basic notions.

m  Bucket: The smallest logical unit of publishing is called a bucket. We
assume packetized data stream and for simplicity assume that a bucket of
data fits exactly one packet - the basic unit of message transfer in networks.

= Edition: The data that is published is divided into logical segments called
editions. FKEach edition consists of the data interleaved with directory
information. It is made up of a number of buckets, some carrying data
and others carrying the directory information.

A data file consists of a number of buckets, each bucket holding some data items
which are identified by an attribute value. An attribute value is the value of
the search key, i.e., the key based on which data items in a file are looked up.
Clients retrieve the required data items (identified by the attribute value) by
simple pattern matching.

In this paper, we deal with general purpose information services and not per-
sonal data files. Writes to the files are sent to the MSS and the MSS updates
the files. However, updates to the file are reflected only between successive
editions. Hence, the content of the current edition is completely determined
before the start of the edition and remains unchanged throughout the current
edition.

The following two parameters are of concern for publishing.
m  Tuning Time: The time spent by a client listening to the publishing

channel, in order to retrieve the required data. This determines the power
consumed by the client for retrieving that data.
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Figure 2 Latency and Tuning Time Illustration -

m  Latency: The time elapsed (on an average) from the moment a client
requests data’, to the point when the required data is downloaded by the
client.

Both the latency and the tuning time will be measured in terms of number of
buckets.

Figure 2 illustrates the latency and the tuning time parameters. The latency
is the time elapsed between the initial probe and the point when the required
data is downloaded. The tuning time is the number of probes made into the
publishing channel (in this case, four). Note that the worst case tuning time
would be equal to the latency. In other words, the latency subsumes the tuning
time.

Publishing requires new data organization and access methods. The tuning
time in publishing roughly corresponds to the access time for disk based files.
There is no parameter for disk based files that directly corresponds to the
latency on the publishing channel.

Let us now look in more detail at the two ways in which publishing can be
achieved.

"Note that in this case, “requesting” for data does not mean an uplink request to the
server. It only means that the user has specified that s/he is interested in some data and
the palmtop (client) takes up the task of getting that data. The moment of requesting data
refers to the point at which the client takes up the task of getting the data.
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3 PUBLISHING USING TEMPORAL
ADDRESSES

For publishing using temporal addresses, a directory of the data file has to be
published along with the data file. Let us first justify the use of a directory for
publishing. If data is published without any form of directory, then in order
to filter the required data items, the client will have to tune to the channel
continuously until all the required data items are downloaded. On an average,
the client has to be tuned to the channel for at least half the duration of the
edition. This is unacceptable as it requires the client to be in the active mode
for a long time, thereby consuming the scarce power resource. We would rather
provide a selective tuning ability, enabling the client to come into the active
mode only when data of interest is being published. Selective tuning will require
that the server in addition to publishing the data, also publishes a directory.
This directory will indicate the point in time when particular data items are
published on the publishing channel. Clients will remain in the doze mode most
of the time and tune into the publishing channel only when the required data
is published.

One idea is to let all the clients cache a copy of this directory. However, this
solution has the following disadvantages:

®  In a mobile environment, when a client leaves a cell and enters a new cell,
it will need the directory of the data being published in that cell. The
directory it had cached in its previous cell may not be valid in the new
cell.

m  New clients that have no prior knowledge of the data organization of the
edition will have to access the directory from the network. Palmtops that
are turned off and switched on again can be thought of as such clients.

m  Data that is published can change its content and grow or shrink any
time between successive editions. In this case, the client has to refresh
its cache. This may generate excessive traffic between the clients and the
server. In fact, the directory will become a hot spot. Since we assume that
the published data is very frequently accessed, the directory will also be
accessed very frequently. Therefore, the directory is also published.

m  If many different files are published on different channels then clients will
need excessive storage for the directories of all the files being published.
In palmtops storage is a scarce resource and this may not be possible.
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Due to the above reasons, we publish the directory of the file in the form of an
index or a hash function, along with the data. The publishing channel is the
source of all information to the clients, including data as well as the directory.

In this section, we describe some of the techniques for publishing using temporal
addresses. We will not discuss the details of the techniques nor will we provide
the analysis of the techniques (these can be found in [7], [8] and [9]). In the
following subsection we will consider a directory in the form of an index and in
the next subsection we will consider a hash function as a directory in publishing.

3.1 Indexing on Air

The organization of the data file on the publishing channel involves determin-
ing how the data buckets and index buckets are interleaved to constitute an
edition. We provide methods for allocating index together with data on the
publishing channel. We do not provide new types of indexes, but rather new
index allocation methods that will multiplex index and data in an efficient way
with respect to conserving the power at the clients and utilizing the publishing
bandwidth efficiently. Our methods allocate index and data for any type of
index.

Below, the organization of buckets within an edition is described. In order to
make each bucket self-identifying, all buckets have the following header infor-
mation:

bucket_id: the offset of the bucket from the beginning of the edition

edition_pointer: the offset to the beginning of the next edition

— indez_pointer: the offset to the beginning of the next index segment

bucket_type: data bucket or index bucket

Pointer to a specific bucket B within the edition can be provided by specifying
the of fset of bucket B. The of fset of bucket B from the current bucket is
computed as the difference between the bucket_id of B and the bucket_id of the
current bucket. The actual time of publishing of bucket B from the current
bucket, is the product of (of fset —1) and the time necessary to publish a single
bucket.

An index bucket is arranged as a sequence of (attribute_value, offset), where
of fset is a pointer to the bucket that contains the data item identified by
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attribute_value. We consider multi-level index trees. The index tree will provide
a sequence of pointers which eventually lead to the required data item. A data
bucket is arranged as a sequence of data items.

Buckets containing the index are called index buckets and buckets containing
the data are called data buckets. An index segment refers to the set of
contiguous index buckets in an edition and a data segment refers to the set
of data buckets published between two consecutive index segments.

The first bucket of each index segment has a tuple with the first field as the
primary key of the data item that was published last and the second field as
the offset to the beginning of the next edition. This is to guide the clients who
have missed the required data item in the current edition and have to tune to
the next edition.

Distributed Indexing Methods

How do we multiplex index with the data so that the latency and tuning time
are minimized? As a naive approach we can broadcast index once for every
broadcast of the file. In this way, however, the user who missed the index
in the first tune-in (tuned in too late) will have to wait until the beginning
of the next edition to get the next copy of the index, increasing the latency.
Alternatively, the user could continuously tune to the broadcast and filter all
incoming packets, increasing the tuning time. One can broadcast the index m
times during each broadcast of the data file, minimizing the “bad luck” effect
of missing the index in the first place. This technique, called (1,m) indexing
increases the overall size of the broadcast. The increase in the size of the
broadcast is dependent on parameter m. There is an optimal value of m for
which the latency is minimized, the value of the optimal m and other analysis
of (1,m) indexing is provided in [8]

The (1,m) indexing algorithm can be improved by cutting down on the repli-
cation of the index. Distributed indexing is a technique in which the index is
partially replicated. This method is based on the observation that there is no
need to replicate the entire index between successive data segments - it is suf-
ficient to have only the portion of index which indexes the data segment which
follows it. Although the index is interleaved with data in both (1,m) and dis-
tributed indexing, in distributed indexing only the relevant index is interleaved
as opposed to (1,m) indexing where the whole index is interleaved.
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Three different index distribution methods can be considered. In all these three
methods, the index is interleaved with data and the index segment describes
only data in the data segment which immediately follows it. The methods differ
in the degree of replication of index information.

s Non-replicated Distribution

Different index segments are disjoint. Hence, there is no replication.

m  Entire Path Replication

The path from the root of the index (tree) to an index bucket B is repli-
cated just before the occurrence of B.

s Partial Path Replication (Distributed Indexing)

Consider two index buckets B and B’. It is enough to replicate just the
path from the least common ancestor of B and B’ just before the oc-
currence of B’, provided we add some additional index information for
navigation.

The non-replicated distribution and the entire path replication methods are
two extremes. Distributed indexing aims at getting the best of both of these
schemes.

Below, we give an example to illustrate the three kinds of index distribution
methods. Consider a financial information system with the first level of the
index listing various categories of companies (Electronics, Computer, Chemical,
etc.). We will be concerned about the stock information (and the news clips
that follow it) of the computer companies. Figure 3 shows different index
distribution methods. Each method is illustrated showing two index levels.

Consider a client who is interested in news clips of IBM. In the non-replicated
distribution, the first level of index (Elec, Comp, Chem) will be published at
the beginning of each edition. The client who tunes in between points ‘1’ and
‘2’ will miss the first level of index and will have to wait until the beginning of
the next edition. Thus, the latency in this method can be large.

In the entire path replication method, the whole path (the first level of the index
and the specific company index) is replicated in front of each data segment.
Clients who tune in between points ‘1’ and ‘2’ will be directed to the closest
bucket containing the first level of index. The next step is to follow the pointers
in the index hierarchy and ultimately download the required data. However,
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even in this method, the latency can still be large. Replication of the first
index level results in the increase of the size of edition, and consequently, in
the increase in latency.

In the distributed indexing method, only the “relevant” index is replicated in
front of each data segment. In this method only the index corresponding to
computer companies is replicated in front of each data segment. The first level
index is published just once at the beginning of each category of the companies
(once in the Electronics category, once in the Computer category and once in
the Chemical category). Clients who tune in between points ‘1’ and ‘3’ are
directed to the first level at point ‘3’, and clients who tune in between points
‘3’ and ‘2’ are directed to the index at point ‘2’. Next, the clients follows the
index hierarchy to get to the relevant data. Since a client does not have to wait
until the next edition if the data it is seeking is in front of it, the latency in
this method is smaller than the latency in the previous two methods.

Distributed indexing reduces unnecessary replication of the first level of the
index. As the number of levels of index and the capacity of an index bucket
(number of records an index bucket can hold) increases, the saving due to
distributed indexing becomes quite significant.

[8] describes distributed indexing in detail. Distributed indexing results in
approximately the best latency and the best tuning time.

Secondary Indexing

Various data organization and access techniques based on secondary indexing
are described in [9]. The (1,m) indexing algorithm for general, secondary,
clustering indexes® is very similar to the (1,m) indexing for primary index
except that the access protocol changes. The access protocol has to take into
account the fact that the client has to receive all the S buckets of data items
with the required key (as opposed to just one data item as in the case of primary
indexing). This is accomplished by downloading data items until a data item
with a key other than the query key K is encountered. The distributed indexing
algorithm for a clustering index is also very similar to the distributed indexing
algorithm for a primary index. The access protocol has to be modified to take
into account the selectivity of the attribute. Again, all data items satisfying

8Clustering index is an index on an attribute such that all records with the same value of
that attribute (say S buckets of records) are located nearby on the disk, or in our case are
broadcast successively.
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the search key have to be downloaded since, in principle, there may be more
than one record satisfying a query.

Usually, at most one index is clustered. Other indexes are defined over non-
clustered attributes. An index can be allocated for non-clustered attributes by
generalizing the distributed indexing technique. The proposed generalization
is based on the observation that even if a file is not clustered on a particu-
lar attribute, it can be always decomposed into smaller fragments which are
clustered.

Contrary to disk based files, the latency for accessing data items based on
some attribute is dependent on the presence or absence of the index for other
attributes. Indeed, each additional index increases the overall latency while
decreasing the tuning time for the indexed attribute.

3.2 Hashing on Air

In general, different types of users may need different trade-offs between tuning
time and latency. Some may value lower latency and may have more leverage in
terms of the tuning time (larger laptops which have more powerful batteries),
while others may prefer lower tuning time and may be ready to pay for it
in terms of latency. Thus, we need flexible publishing techniques capable of
accommodating different classes of users®. The indexing techniques provided
in the previous subsection are not flexible in this sense since they do not benefit
from a more lenient tuning time requirement.

Hashing based techniques can be provided to improve the direct access prop-
erties and reduce the tuning time. The hashing function can be given to a
mobile client as part of the handoff protocol and it can be invalidated when
the hashing function changes. If the hashing function changes very often, then
the above method may not be good. In this case, the hashing function has to
published as well. Hashing based techniques do not require a separate directory
to be published together with the data. The hashing parameters can be simply
included in the data buckets.

Figure 4 illustrates two possible hashing methods. The first method, called
Hashing A, uses the conventional hashing method for publishing, where every
data item is hashed into a bucket numbered between 1 and n.

9Notice this whole discussion arises because we have two basic performance parameters
instead of just one as in the case of disk based files.
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Figure 4 Hashing Techniques

For illustration purpose, consider a hashing function that maps the company
name to the ordinal of the first character of the company name, e.g., Apple
is hashed to 1, IBM is hashed to 9 and Zenith is hashed to 24. The overflow
buckets (in case there are many companies with names starting with the same
first letter) are published starting from the 25th bucket (after all 24 “primary”
buckets are published). Thus all the information about companies whose name
starts with ‘A’ will be continued after bucket 25. This will be followed by the
information corresponding to companies whose name starts with ‘B’, etc. The
first 24 buckets will contain, in addition to the company data, the pointer to
the position in the broadcast where the overflow data (corresponding to this
bucket) is published. We assume that the hashing function is acquired by the
client upon registration. It may also be published as a part of each published
bucket.

A client searching for information about IBM would determine that it has to
tune to the 9th bucket (since the hash value of IBM is 9). If the initial tuning
took place before the point ‘1°, then the client could successfully download the
content of the bucket 9, switch into the doze mode, wake up at ‘2’ and download
the rest of the required information. If the client tunes in between points ‘1’
and ‘2’ then it would miss bucket 9 (thereby missing the pointer to the position
of occurrence of IBM) and it will have to tune in at the 9th bucket of the next
edition!®. This increases the latency for the client.

101f the client tunes in after the required information has passed (point ‘2’ in this case),
then it will access it in the next edition.
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Note that the server knows the content of next edition of information to be
published, prior to publishing that edition. This observation can be used by
the server to provide a hashing function which is “optimal” for that specific
edition. This hashing technique which is better than Hashing A, is called
Hashing B.

The detailed description and analysis of flexible publishing techniques based on
hash functions (including Hashing A and Hashing B) are provided in [7].

Which hashing function minimizes the latency for a given file? For disk based
files, the best function is the perfect hashing function (a function with no
overflow). Contrary to disk based files, perfect hashing does not provide the
minimum latency in publishing. This critical difference comes from the fact
that the total number of buckets in an edition has immediate impact on the
latency (the more one has to wait for the next edition). The perfect hashing
function does not minimize the number of physical buckets necessary for the
edition. On the contrary, the more overflow buckets are used, the smaller the
total number of buckets in an edition. Indeed, the more overflow buckets the
file has, the lesser “half-empty” buckets are present in an edition and this
consequently results in better bucket utilization. The smaller the overflow
buckets, the lower the tuning time. This reaches the minimum for the perfect
hashing function. This further shows the basic differences between the data
organization for publishing and data organization for disks. Hashing based
technique for the publishing displays a random access behavior for the tuning
time and a sequential access behavior for the access time (where the size of the
file matters). Hence, hashing functions used in disk based files cannot be used
directly for efficient publishing.

In the next subsection we elaborate on the communication issues.

3.3 Communication Issues

A number of practical communication issues have to be considered when pub-
lishing using temporal addresses. We now discuss these communication issues
briefly. More details can be found in [9].

Synchronization:

For selective tuning clients have to be guaranteed that data will appear on the
publishing channel at a pre-specified time, i.e., clients and the server (which
publishes the data) have to be synchronized. This calls for the network to be



Wireless Publishing: Issues and Solutions 317

deterministic. This is a reasonable assumption for exclusively used channels
such as Motorola’s Satellite Networks (Embarc) where information is guaran-
teed to come at a specific time since there is only one server and the clients
only listen.

In general, synchronization can be easily achieved if the MSS has a higher access
priority than any client. This is not the case for Ethernet where the publishing
traffic has to be interleaved with the on-demand traffic and it is very difficult to
adequately predict the time of transmission. For such channels, the techniques
for publishing have to be modified. One solution is to have the clients tune in
epstlon (buckets) ahead of time (the required bucket is expected to arrive on
the publishing channel). Epsilon varies from client to client depending on the
accuracy of its clock and the time after which it is tuning into the publishing
channel (the smaller the time period, the smaller the epsilon). Epsilon tuning
has to be done taking the setup time into consideration, i.e., the client has to be
in the active mode epsilon buckets in advance. Another solution, as described
in section 4, is to use multicast addresses. In this case, each data item is
multicast on a different multicast address and the client joins only multicast
groups of data items it is interested in.

Setup Time:

The setup time refers to the time taken by the CPU for switching between the
doze mode and the active mode (and vice versa). It can also refer to the time
necessary to switch the receiver on (or off). In reality, each tuning out and
tuning in operation will not occur instantaneously, but will take some small
amount of time. Usually, the setup time is negligible compared to the time it
takes to publish a bucket [14] and hence it can be ignored. In case the setup
time cannot be ignored, then all data access techniques have to be modified -
this is discussed in [9].

Reliability:

The error rates in wireless transmissions are much higher than the error rates
on fixed networks. Thus, maintaining the reliability of publishing in wireless
networks is an important issue. Publishing is inherently unreliable and meth-
ods are needed for recovery, especially in an error prone wireless environment.
The conventional method of achieving reliability by means of retransmissions
and acknowledgments is not suited for publishing. A flood of negative acknowl-
edgments will result in the acknowledgment implosion problem.

However, publishing being periodic in nature, data is retransmitted anyway in
the next edition. Thus, mitigating to a large extent, the effect of lost buckets.
Clients who miss buckets in a particular edition can receive them in the next
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edition with a very high probability. This results in an increase in latency for
those clients who perceive lost data.

Security:

An information stream should be made secure and be available only to a selected
group of clients (who pay for it). This can be done by assigning a multicast
address for each service and providing this address only to clients who pay for

the servicell.

4 PUBLISHING USING MULTICAST
ADDRESSES

Hashing is a much more effective directory organization technique for multicast
based addressing than it is for the temporal based addresses. Indeed, the
multicast addresses do not need to be consecutive and therefore the multicast
addressing space is much easier to handle using hashing than the strictly ordered
temporal domain. There are two basic cases: the hashing function is acquired
by the client upon entering the cell, or it is published under some well known
multicast address.

The access protocol on the client side is simple. Depending on the data item
required, the client computes the hash value of the data item. It then sets
the network interface card to receive (listen to) all buckets on the multicast
address which corresponds to the hash value computed. The hashing function
can be given to the client as part of the handoff protocol. If the data file is very
dynamic (changes often) then the hashing function may have to change. In this
case, it might be better to have a multicast address reserved for publishing the
hashing function. Whenever the hashing function changes, the altered hashing
function is published on a predefined multicast address. This multicast address
can then be passed on to the clients as part of the registration in a new cell.

The latency for any data item depends on the publishing strategy used by the
server. If the server publishes all the data items periodically one after another,
then the latency for any data item is half the duration required to publish all
the data items (duration of an edition). A randomized publishing algorithm
which minimizes the expected latency is described in [10].

11 Embare uses this kind of solution.
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The tuning time for accessing any data item depends on the number of multicast
addresses available. If the number of multicast addresses is greater than or
equal to the number of data items to be published, then the tuning time for
any data item is equal to one. If the number of multicast addresses is less
than the number of data items, then the tuning time for accessing a data item
depends on the way in which the data items are distributed among the multicast
addresses. In [15] an algorithm is provided that optimally partitions the data
items into the available multicast addresses so as to get the minimum tuning
time for accessing any data item.

Notice that no synchronization between the client and the server is necessary
in case the multicast addressing is used.

Below, an example of a hypothetical information service that is structured in
a hierarchical fashion is given.

4.1 An Example

In this example, we assume a hyperlink structure for the information service.
In this structure, in order to access a given bucket of information, the user has
to first access the parent of that bucket. Thus, the root of the structure and
its children are likely to be hotspots of requests and are good candidates for
publishing.

Consider figure 5, which shows an information service near an airport. The
root bucket of the service will have a number of options. The user can navigate
through the tree by selecting the required hyperlinks. The buckets with dark
background are published (the multicast address for the bucket is specified on
the top of the bucket) and the rest of the buckets are provided on demand. A
leaf bucket has various information about a particular flight, like the terminal
it is expected to depart from, the boarding gate, the time of arrival, etc. Some
of these buckets could be provided on-demand throughout the day, but 2 hours
before the time of departure of the flight, they can be published. As the time for
departure draws nearer, the frequency of publishing of that bucket can increase
and eventually after a few minutes of the departure of the flight, this bucket
can no longer be published and it can be provided on-demand again. Thus,
a bucket goes through different data delivery modes through the duration of
the day. Most of the time a bucket is identified by a specific IP address, using
which a client can access the bucket by the on-demand mode. A couple of hours
before the departure of the flight, the bucket is published using a temporal
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address. Clients can access the bucket by listening to the publishing channel,
say, at every 10th minute of the hour. Immediately, say 15 minutes, before
the departure of the flight, the bucket is published using a multicast address.
Clients join the multicast group corresponding to the required bucket.

Note that if the user is familiar with the layout of the information services (say,
the client has cached the directory), s/he can avoid going through the root and
accessing all the buckets along the path down to the leaf. For example, if the
user knows the flight number and needs to get the flight’s arrival time s/he can
just specify the flight number followed by the required information.

5 ADAPTIVE PUBLISHING

Usually, the frequencies of requests for data items vary. Some data items are
requested very often and some others are rarely requested. The general phi-
losophy should be to publish the more frequently requested data items more
often.

In [10] we consider publishing based on the access frequencies of the data items.
Additionally, as indicated earlier, the popular data items will be published and
the rest will be provided on demand. An algorithm called adaptive scheduling
algorithm is described in [10] for deciding which data items to publish and which
data items to provide on demand. This algorithm also optimally divides the
overall channel bandwidth between the publishing channel and the on-demand
channel.

5.1 General Model of a Server

How does the MSS decide which data items to publish and which provide on
demand? Let us consider all options starting from the standard client server
model (pure on-demand mode).

8 Exclusive On-demand

All the data items are assigned to the on-demand channel and the schedul-
ing is by the M/M/1 queuing model. The queuing model can be varied.

This method can only handle up to a certain number of requests per unit of
time, beyond which the system will be blocked and the access time becomes
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infinite. This method has low power efficiency - any request requires a
power consuming uplink request.

This solution is desirable in case power efficiency is not an issue {(a mobile
client powered from a car battery) and the volume of requests is not very
high.

= Batching

The on-demand requests are not handled immediately. All requests for a
data item are collected over a period of L time units and are served by the
same single download. In this case, each request is delayed by at most L
time units before it is downloaded.

The bandwidth efficiency is better than in the case of the exclusive on-
demand method. However, the power efficiency remains the same as in
the previous method. The recommendations are similar as in the previous
case.

= Exclusive Publishing

All the data items are assigned to the publishing channel and the schedul-
ing is simple - the data items are published one after another. All the data
items are published equal number of times.

For small number of requests this method has a very low bandwidth effi-
ciency. However, irrespective of the number of requests, there is no block-
ing at all. If the directory is provided then, this method has the best power
efficiency, since uplink transmissions are completely avoided.

Wireless broadcasting services such as radio and TV use this publishing
method. This method is useful when dealing with one way communication,
for instance, it is useful for one way pagers and pager based communication.
As indicated earlier, this method is very useful for the dissemination of hot
spots. Another possible use is in situations when uplink transmission is
possible, but requires lot of power due to the large distance between the
mobile client and the MSS.

= Frequency Based Exclusive Publishing

The data items are published in the ratio of their frequencies. This method
has a better bandwidth efficiency than the exclusive publishing method and
is equally power efficient. Recommendations are similar as in the previous
case.

The next two strategies mix the publishing and the on-demand modes. They
strike a compromise between the best bandwidth efficiency and the best power
efficiency.
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8  Greedy Publishing

In this method the on-demand traffic has a higher priority than publishing
traffic and consequently, the data items that are published are downloaded
by the MSS only when there is no on-demand traffic. Multicast addresses
are used by the MSS for publishing. Before submitting an uplink request
for the required data item, the client first listens to the publishing channel.
Only if that data item is not provided within a specific period L, does the
client submit an uplink request.

Data items are published during the unused time between the retrieval of
data items by the on-demand mode. During the unused time, data items
are published in such a way that, the number of uplink transmissions are
minimized. Let A; denote the number of requests per unit time (access
frequency) for the data item D;. Let T; denote the time period for which
data item D, hasn’t been sent (either by publishing or by on-demand). The
algorithm is to publish data item D; such that the following inequality is
satisfied:

ATy >= AxT Vi

This protocol uses the bandwidth very efficiently but, the blocking prob-
lem characteristic of the pure on-demand mode cannot be avoided. This
method is not as power efficient as the pure publishing methods, since
uplink transmissions cannot be completely avoided.

m  Adaptive Publishing

Decisions about the bandwidth allocation between the two channels are
made dynamically, based on the request patterns of clients. For a given
bandwidth efficiency, such protocols have the best power efficiency. One
such algorithm is described in [10].

The above list is by no means exhaustive and there is a broad range of other
possible ways in which the MSS can schedule its services between the publishing
and the on-demand channels.

5.2 Gathering Access Profile of Clients

For adaptive publishing the frequencies of access for the various data items
have to be available. Gathering statistics for the data items that are accessed
on-demand is straightforward. The key difficulty is to obtain the frequency
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of access for the data items that are published. Obtaining such feedback is
contradictory to the nature and motivation of publishing which assumes no
uplink transmissions from the clients regarding the published data items.

Below, we give some methods for gathering statistics for the data items that
are published. They vary on how much the MSS is “up to date” regarding the
access frequencies of the data items.

m When the client sends a request to the MSS for accessing a data item
provided by the on-demand mode, it piggybacks an additional message.
The piggybacked message will include the number of times it accessed
each data item (that was published) between the last access of a data item
accessed by the on-demand mode and the current request.

s If the information service is organized as a tree (as in the WWW), then
it is may be the case that the top few levels are published and the rest,
especially the leaves, are provide on-demand. Hence, the request for each
leaf goes to the MSS. The frequency of access for each of the data items
in the interior of the tree can be extrapolated. The frequency of access of
a data item (in the interior of the tree) is equal to the sum of frequency of
access of its children.

m  In case the client informs the MSS just before disconnection (of its im-
pending disconnection), then it can piggyback a message indicating the
number times it accessed each data item (belonging to the set of published
items) in the duration of its registration under that MSS.

m  The demand for the published data items can be measured periodically, by
taking a data item that is being currently published and providing it on-
demand for a while, thereby estimating as to how frequently that data item
is requested. This frequency of access of a data item is maintained until
the next time that data item is dropped again from the set of published
items. Depending on how accurately the MSS has to be informed of the
frequency of access for various data items, the data items can be dropped
often or just once in a while.

® A representative sample of the client population can be monitored to ex-
trapolate the access frequencies of the various data items.
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6 OTHER INFORMATION DELIVERY
METHODS

In this subsection we describe data dissemination methods in case the data
changes often and in case the clients may frequently be disconnected.

Disconnection will be a feature not a bug in the wireless environment. Users
will disconnect in order to save batteries or access cost and hence proper dis-
connection and reconnection protocols will have to be designed. Frequent dis-
connection is a major factor that will affect caching solutions [2]. In [2] we
argue that solutions which require the server to maintain the precise state of
the clients, including information about who is disconnected, are impractical
due to mobility of the clients and possible frequent disconnections. Hence, we
have advocated a stateless solution in which the server does not maintain any
information about the state of the clients but rather periodically multicasts an
invalidation report which, for each data item provides the last timestamp when
this data item changed. Publishing information about changes (invalidations)
rather than the information itself is called called delta publishing. Delta pub-
lishing is useful for disconnected clients because when a client becomes active, it
can compare the timestamp in the cache with the one obtained from the invali-
dation report and decide to submit the “uplink message” only if the timestamp
of the cache is earlier (smaller). The granularity of invalidation report could
be much higher than individual cached data items. For example, one entry in
the invalidation report can represent to all NorthEast bound flights of a partic-
ular airline. Invalidation report entry (NE, 11:05AM) will mean that the last
change to the North East schedules of that airline occurred at 11:05AM. Thus,
the clients who were disconnected, say, at 11:30AM and had a copy of the cache
with timestamp of 11:15 AM may avoid energy consuming uplink request.

A new set of issues come up when location dependent data is cached. Data such
as the name of nearest printer, supermarket, hospital, restaurant, etc. change
when users move. Assuming that the client caches several location dependent
data items, we would like to avoid a situation where each move by the client
would cause a “cache refresh” request to be sent uplink by the client. Different
data items may vary in their sensitivity to the location of the user. We discuss
the proposed solution to cache consistency of location dependent data.

The initial work in this direction has been published in [2]. In that manuscript
different types of invalidation reports has been introduced, namely broadcasting
timestamps, amnesic terminals and signatures. In the broadcasting timestamps
method, the invalidation report is composed of the timestamps of the latest
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change for items that have had updates in the last w seconds. The mobile
unit listens to the report and updates the status of its cache. For each item
cached, the mobile unit either purges it from the cache (when the item is
reported to have changed at a time larger than the timestamp stored in the
cache), or updates the cache’s timestamp to the timestamp of the report (if
the item was not mentioned there). Note that this is done for every item in
the cache, regardless of whether there is a pending query to this item or not.
In the amnesic terminals strategy, the server only broadcasts the identifiers of
the items that have changed since the last invalidation report. A mobile client
that has been disconnected for while, needs to start rebuilding its cache from
scratch. As before, we assume that if the client is awake, it listens constantly
to reports and modifies its cache by dropping invalidated items. Finally, in
signatures the checksums computed over the values of items are sent in the
invalidation reports. This technique has been used for efficient testing if two
versions of a file differ. In [2], signatures is used to provide a compressed view
of all data items which have changed.

In [2] we provide extensive analysis comparing the performance the three tech-
niques mentioned above. To this end we divide all mobile clients into sleepers
{units which are disconnected for a long time) and workaholics (units which are
on most of the time). The comparison shows that different caching techniques
are good for different client populations. For example, signatures are best for
long sleepers when the period of disconnection is long and difficult to predict.
Broadcasting with timestamps is effective for scenarios when the rate of queries
is greater than the volume of updates. Finally, the amnesic terminals are best
for workaholics.

The work described in (2] is only the initial effort in this direction. More work
is necessary in order to provide a comprehensive solution for the problem of
cache invalidation in mobile wireless environments. How do we decide whether
to use stateless caching techniques (when MSS does not maintain information
about the state of client’s caches) or stateful methods?. When do we decide
whether to simply publish a new value rather than to use delta publishing by
sending an invalidation report? The last question is similar to the distinction
between change propagation and cache invalidation in standard caching. It is
important to develop methods to decide when it is more beneficial to publish a
data item rather than offer it in the delta publishing mode. It is also necessary
to examine methods based on quasicopies [1] in the context of delta publishing,
when invalidation report is based on larger granularity of changes (e.g., only
stock moves by more than 1% lead to cache invalidation). Flexible methods
based on quasicopies are extremely important in environments with widely
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varying bandwidth - the lesser the bandwidth available, the more imprecise the
quasicopies become.

Finally, the issue of caching location dependent data deserves more attention.
To avoid refreshing the cache of location dependent data items upon every
move, we associate with each location dependent data item a concept of scope.
The scope is defined as the set of locations surrounding the current client’s
location where the data item has still the same value. For example, the nearest
printer may be the same for the whole building and moving between different
floors would not affect the value of the nearest printer'?. In the proposed
solution the client caches a data item along with its scope and refreshes the
cache only when it moves out of the scope of that data item. We would like
to extend this technique for more complex queries that depend on location
dependent data.

7 CONCLUSIONS AND
IMPLEMENTATION STATUS

Future wireless information services will be provided through collections of
autonomous cells offering information services of widely varying geographic
scope. The information content, as well as the methods of its delivery may
differ from cell to cell. In this paper, we have described how the publishing
mode (for information delivery) can be combined with the standard client server
interactions to provide solutions which are both bandwidth and energy efficient.

In general, the more frequent the requests for a particular information, the
more it is worthy of publishing. It may also be appropriate to publish location
dependent data if the client population is highly mobile. One such example is an
airport setting, where there are a lot of requests for common information such
as airport layout and plane schedules. Although the airport layout (locations
of the restrooms, shops, etc.) does not change. the population of clients is
highly transient and, thus, it makes sense to publish such information. Time
dependent data, i.e., information which changes often, may also be appropriate
for publishing. This is true irrespective of the mobility of the clients. The data
delivery mode in a cell will also be determined by its size. The smaller the cell

12The mobile user usually is aware of his location down to the level of a cell by recognizing
a beacon periodically transmitted by the MSS. Using Global Positioning System (GPS) may
provide more precise determination of location in the future.
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size (which translates to smaller number of clients) the less likely is the use of
publishing mode.

Implementation Status

The publishing mode is currently being investigated and implemented at our
lab, both in a wireless LAN setting (Wavelan) and in an outdoor radio (CDPD)
setting. The current implementation which is based on multicast addressing,
is a stock server application. In this application stock quotes are periodically
published on a wireless LAN and the clients filter the published data stream to
access information about individual stocks.

The earlier mentioned Infostations project will use publishing mode as one of
the basic modes in which the infostations will provide information to their
clients. The adaptive methods described in this paper, which are different
combinations of the publishing and the on-demand modes, will be used for the
Infostations project.
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ABSTRACT

This paper proposes the use of repetitive broadcast as a way of augmenting the mem-
ory hierarchy of clients in an asymmetric communication environment. We describe
a new technique called “Broadcast Disks” for structuring the broadcast in a way that
provides improved performance for non-uniformly accessed data. The Broadcast Disk
superimposes multiple disks spinning at different speeds on a single broadcast chan-
nel — in effect creating an arbitrarily fine-grained memory hierarchy. In addition to
proposing and defining the mechanism, a main result of this work is that exploiting
the potential of the broadcast structure requires a re-evaluation of basic cache man-
agement policies. We examine several “pure” cache management policies and develop
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and measure implementable approximations to these policies. These results and oth-
ers are presented in a set of simulation studies that substantiates the basic idea and
develops some of the intuitions required to design a particular broadcast program.

1 INTRODUCTION

1.1 Asymmetric Communication Environments

In many existing and emerging application domains the downstream communi-
cation capacity from servers to clients is much greater than the upstream com-
munication capacity from clients back to servers. For example, in a wireless
mobile network, servers may have a relatively high bandwidth broadcast capa-
bility while clients cannot transmit or can do so only over a lower bandwidth
(e.g., cellular) link. Such systems have been proposed for many application
domains, including traffic information systems, hospital information systems,
public safety applications, and wireless classrooms (e.g.,[Katz94, Imie94a]). We
refer to these environments as Asymmetric Communications Environments.

Communications asymmetry can arise in two ways: the first is from the band-
width limitations of the physical communications medium. An example of
physical asymmetry is the wireless environment as described above; stationary
servers have powerful broadcast transmitters while mobile clients have little or
no transmission capability. Perhaps less obviously, communications asymme-
try can also arise from the patterns of information flow in the application. For
example, an information retrieval system in which the number of clients is far
greater than the number of servers is asymmetric because there is insufficient
capacity (either in the network or at the servers) to handle the simultaneous
requests generated by the multiple clients.

Because asymmetry can arise due to either physical devices or workload char-
acteristics, the class of asymmetric communications environments spans a wide
range of important systems and applications, encompassing both wired and
wireless networks. Examples include:

m  Wireless networks with stationary base stations and mobile clients.

= Information dispersal systems for volatile, time-sensitive information such
as stock prices, weather information, traffic updates, factory floor infor-
mation, etc.
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m  Cable or satellite broadcast television networks with set-top boxes that al-
low viewers to communicate with the broadcasting home office, and video-
on-demand servers.

m  Information retrieval systems with large client populations, such as mail-
order catalog services, mutual fund information services, software help
desks, etc.

1.2 Broadcast Disks

In traditional client-server information systems, clients initiate data transfers by
sending requests to a server. Such systems are pull-based; the clients “pull” data
from the server in order to provide data to locally running applications. Pull-
based systems are a poor match for asymmetric communications environments,
as they require substantial upstream communications capabilities. To address
this incompatibility, we have proposed a new information system architecture
that exploits the relative abundance of downstream communication capacity
in asymmetric environments. This new architecture is called Broadcast Disks.
The central idea is that the servers exploit their advantage in bandwidth by
broadcasting data to multiple clients. We refer to this arrangement as a push-
based architecture; data is pushed from the server out to the clients.

In this approach, a server continuously and repeatedly broadcasts data to the
clients. In effect, the broadcast channel becomes a “disk” from which clients
can retrieve data as it goes by. Broadcasting data has been proposed previ-
ously [Herm87, Giff90, Imie94b]. Our technique differs, however, in two ways.
First, we superimpose multiple disks of different sizes and speeds on the broad-
cast medium, in effect, creating an arbitrarily fine-grained memory hierarchy.
Second, we exploit client storage resources as an integral part of this extended
memory hierarchy.

The broadcast is created by assigning data items to different “disks” of varying
sizes and speeds, and then multiplexing the disks on the broadcast channel.
Items stored on faster disks are broadcast more often than items on slower
disks. This approach creates a memory hierarchy in which data on the fast
disks are “closer” to the clients than data on slower disks. The number of
disks, their sizes, and relative speeds can be adjusted, in order to more closely
match the broadcast with the desired access probabilities at the clients. If the
server has an indication of the client access patterns (e.g., by watching their
previous activity or from a description of intended future use from each client),
then hot pages (i.e., those that are more likely to be of interest to a larger part
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of the client community) can be brought closer while cold pages can be pushed
further away.

1.3 Scope of the Paper

In this paper, we focus on a restricted broadcast environment in order to make
an initial study of the broadcast disk approach feasible. The restrictions in-
clude:

s The client population and their access patterns do not change. This implies
that the content and the organization of the broadcast program remains
static.

m  Data is read-only; there are no updates either by the clients or at the
servers.

m  Clients retrieve data items from the broadcast on demand; there is no
prefetching.

m  Clients make no use of their upstream communications capability, i.e., they
provide no feedback to servers.

In this environment, there are two main interrelated issues that must be ad-
dressed:

1. Given a client population and a specification of their access probabilities
for the data items, how does the server construct a broadcast program to
satisfy the needs of the clients?

2. Given that the server has chosen a particular broadcast program, how does
each client manage its local data cache to maximize its own performance?

The remainder of the paper is organized as follows. Section 2 discusses the
way in which we structure the broadcast program and Section 3 shows how
the client’s cache management policy should be designed to complement this
choice. Section 4 describes our simulation model and Section 5 develops the
main experimental results derived from this model. Section 6 compares our
work to previous work on repetitive broadcast. Section 7 summarizes our results
and describes our future work.
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2 STRUCTURING THE BROADCAST
DISK

2.1 Properties of Broadcast Programs

In a push-based information system, the server must construct a broadcast
“program” to meet the needs of the client population. In the simplest scenario,
given an indication of the data items that are desired by each client listening
to the broadcast, the server would simply take the union of the requests and
broadcast the resulting set of data items cyclicly. Such a broadcast is depicted
in Figure 1.

Server @( TjD C(( ! )D @(T )D

— O O O
S

Figure 1 A Flat Broadcast Program

When an application running on a client needs a data item, it first attempts
to retrieve that item from the local memory or disk. If the desired item is not
found, then the client monitors the broadcast and waits for the item to arrive.!
With the flat broadcast, the expected wait for an item on the broadcast is
the same for all items (namely, half a broadcast period) regardless of their
relative importance to the clients. This “flat” approach has been adopted in
earlier work on broadcast-based database systems such as Datacycle[Bowe92]
and [Imie94a].

Alternatively, the server can broadcast different items with differing frequency.
Such a broadcast program can emphasize the most popular items and de-
emphasize the less popular ones. Theoretically, the generation of such non-
flat broadcast programs can be addressed as a bandwidth allocation problem;
given all of the client access probabilities, the server determines the optimal
percentage of the broadcast bandwidth that should be allocated to each item.
The broadcast program can then be generated randomly according to those

IThis discussion assumes that broadcast items are self-identifying. Another option is to
provide an index, as is discussed in [Imie94b].
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bandwidth allocations, such that the average inter-arrival time between two in-
stances of the same item matches the needs of the client population. However,
such a random broadcast will not be optimal in terms of minimizing expected
delay due to the variance in the inter-arrival times.

A simple example demonstrating these points is shown in Figure 2. The figure
shows three different broadcast programs for a data set containing three equal-
length items (e.g., pages). Program (a) is a flat broadcast, while (b) and (c)
both broadcast page A twice as often as pages B and C. Program (b) is a skewed
broadcast, in which subsequent broadcasts of page A are clustered together. In
contrast, program (c) is regular; there is no variance in the inter-arrival time for
each page. The performance characteristics of program (c) are the same as if
page A was stored on a disk that is spinning twice as fast as the disk containing
pages B and C. Thus, we refer to program (c) as a Multi-disk broadcast.

H

(a)

g/ATAiBi

(b

QB\Ai

(c)

Figure 2 Three Example Broadcast Programs

Table 1 shows the expected delay for page requests given various client ac-
cess probability distributions, for the three different broadcast programs. The
expected delay is calculated by multiplying the probability of access for each
page times the expected delay for that page and summing the results. There
are three major points that are demonstrated by this table. The first point is
that for uniform page access probabilities (1/3 each), a flat disk has the best
expected performance. This fact demonstrates a fundamental constraint of the
Broadcast Disk paradigm, namely, that due to fixed bandwidth, increasing the
broadcast rate of one item must necessarily decrease the broadcast rate of one
or more other items. The second point, however, is that as the access probabil-
ities become increasingly skewed, the non-flat programs perform increasingly
better.
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Access Probability Expected Delay

{in broadcast units)
A B C Flat | Skewed | Multi-disk

(a) (b) (c)
0.333 | 0.333 | 0.333 1.50 1.75 1.67
0.50 0.25 0.25 1.50 1.63 1.50
0.75 | 0.125 | 0.125 1.50 1.44 1.25
0.90 0.05 0.05 1.50 1.33 1.10
1.0 0.0 0.0 1.50 1.25 1.00

Table 1 Expected Delay For Various Access Probabilities

The third point demonstrated by Table 1 is that the Multi-disk program always
performs better than the skewed program. This behavior is the result of the
so-called Bus Stop Paradox. If the inter-arrival rate (i.e., broadcast rate) of a
page is fixed, then the expected delay for a request arriving at a random time
is one-half of the gap between successive broadcasts of the page. In contrast,
if there is variance in the inter-arrival rate, then the gaps between broadcasts
will be of different lengths. In this case, the probability of a request arriving
during a large gap is greater than the probability of the request arriving during
a short gap. Thus the expected delay increases as the variance in inter-arrival
rate increases.

In addition to performance benefits, a Multi-disk broadcast has several other
advantages over a random (skewed) broadcast program. First, the random-
ness in arrivals can reduce the effectiveness of some prefetching techniques
that require knowledge of exactly when a particular item will next be broad-
cast [Zdon94]. Second, the randomness of broadcast disallows the use of “sleep-
ing” to reduce power consumption (as in [Imie94b]). Finally, there is no notion
of “period” for such a broadcast. Periodicity may be important for providing
correct semantics for updates (e.g., as was done in Datacycle [Herm87, Bowe92])
and for introducing changes to the structure of the broadcast program. For
these reasons, we argue that a broadcast program should have the following
features:

m  The inter-arrival times of subsequent copies of a data item should be fixed.
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m  There should be a well defined unit of broadcast after which the broadcast
repeats (i.e., it should be periodic).

m  Subject to the above two constraints, as much of the available broadcast
bandwidth should be used as possible.

2.2 Broadcast Program Generation

In this section we present a model for describing the structure of broadcast
programs and describe an algorithm that generates broadcast programs with
the desired features listed in the previous section. The algorithm imposes a
Multi-disk structure on the broadcast medium in a way that allows substantial
flexibility in fitting the relative broadcast frequencies of data items to the access
probabilities of a client population.

The algorithm has the following steps (for simplicity, assume that data items
are “pages”, that is, they are of a uniform, fixed length):

1. Order the pages from hottest (most popular) to coldest.

2. Partition the list of pages into multiple ranges, where each range contains
pages with similar access probabilities. These ranges are referred to as
disks.

3. Choose the relative frequency of broadcast for each of the disks. The only
restriction on the relative frequencies is that they must be integers. For
example given two disks, disk 1 could be broadcast three times for every
two times that disk 2 is broadcast, thus, rel_freq(1) = 3, and rel_freq(2) = 2.

4. Split each disk into a number of smaller units. These units are called
chunks (C;; refers to the jt* chunk in disk ¢). First, calculate maz_chunks
as the Least Common Multiple (LCM) of the relative frequencies. Then,
split each disk i into num_chunks(i) = maz_chunks / rel_freq(i) chunks. In
the previous example, num_chunks(1) would be 2, while num_chunks(2)
would be 3.

5. Create the broadcast program by interleaving the chunks of each disk in the
following manner:
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01 for i := 0 to maz._chunks - 1
02 for j := 1 to num_disks

03 k =i mod num_chunks(y)
04 Broadcast chunk Cj

05 endfor

06 endfor

Figure 3 shows an example of broadcast program generation. Assume a list
of pages that has been partitioned into three disks, in which pages in disk
1 are to be broadcast twice as frequently as pages in disk 2, and four times
as frequently as pages in disk 3. Therefore, rel_freq(1) = 4, rel freq(2) = 2,
and rel_freq(8) = 1. These disks are split into chunks according to step 4 of the
algorithm. That is maz_chunks is 4, so num_chunks(1) = 1, num_chunks(2) = 2,
and num_chunks(8) = 4. Note that the chunks of different disks can be of
differing sizes. The resulting broadcast consists of 4 minor cycles (containing
one chunk of each disk) which is the LCM of the relative frequencies. The
resulting broadcast has a period of 16 pages. This broadcast produces a three-
level memory hierarchy in which disk one is the smallest and fastest level and
disk three is the largest and slowest level. Thus, the multi-level broadcast
corresponds to the traditional notion of a memory hierarchy.
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Figure 3 Deriving a Server Broadcast Program
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The algorithm produces a periodic broadcast program with fixed inter-arrival
times per page. Some broadcast slots may be unused however, if it is not
possible to evenly divide a disk into the required number of chunks (i.e., in
Step 4 of the algorithm). Of course, such extra slots need not be wasted,
they can be used to broadcast additional information such as indexes, updates,
or invalidations; or even for extra broadcasts of extremely important pages.
Furthermore, it is anticipated that the number of disks will be small (on the
order of 2 to 5) and the number of pages to be broadcast will be substantially
larger, so that unused slots (if any) will be only a small fraction of the total
number of slots; also, the relative frequencies can be adjusted slightly to reduce
the number of unused slots, if necessary.

The disk model, while being fairly simple, allows for the creation of broadcast
programs that can be fine-tuned to support a particular access probability dis-
tribution. There are three inter-related types of knobs that can be turned to
vary the shape of the broadcast. First, the number of disks {num_disks) deter-
mines the number of different frequencies with which pages will be broadcast.
Then, for each disk, the number of pages per disk, and its relative frequency of
broadcast (rel_freq(i)) determine the size of the broadcast, and hence the arrival
rate (in real, rather than relative time) for pages on each disk. For example,
adding a page to a fast disk can significantly increase the delay for pages on the
slower disks. Intuitively, we expect that fast disks will be configured to have
many fewer pages than the slower disks, although our model does not enforce
this constraint.

Recall that the only constraint on the relative broadcast frequencies of the
disks is that they be expressed as positive integers. Thus, it is possible to
have arbitrarily fine distinctions in broadcasts such as a disk that rotates 141
times for every 98 times a slower disk rotates. However, this ratio results in
a broadcast that has a very long period (i.e., nearly 14,000 rotations of the
fast disk). Furthermore, this requires that the slower disk be of a size that can
be split into 141 fairly equal chunks. In addition, it is unlikely that such fine
tuning will produce any significant performance benefit (i.e., compared to a 3
to 2 ratio). Therefore, in practice, relative frequencies should be chosen with
care and when possible, approximated to simpler ratios.

While the algorithm specified above generates broadcast programs with the
properties that we desire, it does not help in the selection of the various pa-
rameter values that shape the broadcast. The automatic determination of these
parameters for a given access probability distribution is a very interesting opti-
mization problem, and is one focus of our on-going work. This issue is beyond
the scope of the current paper, however. In this paper we focus on examining
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the basic properties of this new paradigm of broadcast disks. The broadcast
disk changes many basic assumptions on which traditional pull-based mem-
ory hierarchies are founded. As a result, it is imperative to first develop an
understanding of the fundamental tradeoffs that affect the performance of a
broadcast system. The performance study described in Section 5 presents an
initial investigation of these issues.

3 CLIENT CACHE MANAGEMENT

The shared nature of the broadcast disk, while in principle allowing for nearly
unlimited scalability, in fact gives rise to a fundamental tradeoff: tuning the
performance of the broadcast is a zero-sum game; improving the broadcast for
any one access probability distribution will hurt the performance of clients with
different access distributions. The way out of this dilemma is to exploit the
local memory and/or disk of the client machines to cache pages obtained from
the broadcast. This observation leads to a novel and important result of this
work: namely, that the introduction of broadcast fundamentally changes the
role of client caching in a client-server information system. In traditional, pull-
based systems clients cache their hottest data (i.e., the items that they are most
likely to access in the future). In the push-based environment, this use of the
cache can lead to poor performance if the server’s broadcast is poorly matched
to the client’s page access distribution. This difference arises because of the
serial nature of the broadcast disk — broadcast pages are not all equidistant
from the client.

If the server can tailor the broadcast program to the needs of a particular
client, then the client can simply cache its hottest pages. Once the client has
loaded the hottest pages in its cache, then the server can place those pages on a
slower spinning disk. This frees up valuable space in the fastest spinning disks
for additional pages. In general, however, there are several factors that could
cause the server’s broadcast to be sub-optimal for a particular client:

m  The access distribution that the client gives the server may be inaccurate.
m A client’s access distribution may change over time.

m  The server may give higher priority to the needs of other clients with
different access distributions.
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m  The server may have to average its broadcast over the needs of a large
client population. Such a broadcast program is likely to be sub-optimal
from the point of view of any one client.

For these reasons, in a push-based system clients must use their cache not to
store simply their hottest pages, but rather, to store those pages for which the
local probability of access is significantly greater than the page’s frequency of
broadcast. For example, if there is a page P that is accessed frequently only
by client C and no other clients, then that page is likely to be broadcast on
a slow disk. To avoid long waits for the page, client C must keep page P
cached locally. In contrast, a page Q that is accessed frequently by most clients
(including client C), will be broadcast on a very fast disk, reducing the value
of caching it.

The above argument leads to the need for cost-based page replacement. That is,
the cost of obtaining a page on a cache miss must be accounted for during page
replacement decisions. A standard page replacement policy tries to replace
the cache-resident page with the lowest probability of access (e.g., this is what
LRU tries to approximate). It can be shown that under certain assumptions,
an optimal replacement strategy is one that replaces the cache-resident page
having the lowest ratio between its probability of access (P) and its frequency
of broadcast (X). We refer to this ratio (P/X) as PZX (P Inverse X). As an
example of the use of PZX, consider two pages. One page is accessed 1% of
the time at a particular client and is also broadcast 1% of the time. A second
page is accessed only 0.5% of the time at the client, but is broadcast only 0.1%
of the time. In this example, the former page has a lower PZX value than the
latter. As a result, a page replacement policy based on PZX would replace the
first page in favor of the second, even though the first page is accessed twice as
frequently.

While PTX can be shown to be an optimal policy under certain conditions, it
is not a practical policy to implement because it requires: 1) perfect knowledge
of access probabilities and 2) comparison of PZX values for all cache-resident
pages at page replacement time. For this reason we have investigated im-
plementable cost-based algorithms that are intended to approximate the per-
formance of PZX. One such algorithm, adds frequency of broadcast to an
LRU-style policy. This new policy is called LZX and is described and analyzed
in Section 5.4.
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4 MODELING THE BROADCAST
ENVIRONMENT

In order to better understand the properties of broadcast program generation
and client cache management we have constructed a simulation model of the
broadcast disk environment. The simulator, which is implemented using CSIM
[Schw86], models a single server that continuously broadcasts pages and a single
client that continuously accesses pages from the broadcast and from its cache.
In the simulator, the client generates requests for logical pages. These logical
pages are then mapped to the physical pages that are broadcast by the server.

The mapping of logical pages to physical pages allows the server broadcast to be
varied with respect to the client workload. This flexibility allows the simulator
to model the impact of a large client population on the performance of a single
client, without having to model the other clients. For example, having the client
access only a subset of the pages models the fact that the server is broadcasting
pages for other clients as well. Furthermore, by systematically perturbing the
client’s page access probabilities with respect to the server’s expectation of those
probabilities, we are able to vary the degree to which the server broadcast favors
the particular client that we are modeling. The simulation model is described
in the following sections.

4.1 Client Execution Model

The parameters that describe the operation of the client are shown in Table 2.
The simulator measures performance in logical time units called broadcast units.
A broadcast unit is the time required to broadcast a single page. In general, the
results obtained from the simulator are valid across many possible broadcast
media. The actual response times experienced for a given medium will depend
on the amount of real time required to broadcast a page.

CacheSize Client cache size (in pages)

ThinkTime Time between client page accesses

(in broadcast units)

AccessRange | # of pages in range accessed by client

@ Zipf distribution parameter

RegionSize # of pages per region for Zipf distribution

Table 2 Client Parameter Description
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The client runs a continuous loop that randomly requests a page according
to a specified distribution. The client has a cache that can hold CacheSize
pages. If the requested page is not cache-resident, then the client waits for
the page to arrive on the broadcast and then brings the requested page into
its cache. Client cache management is done similarly to buffer management in
a traditional system; if all cache slots are occupied, then a page replacement
policy is used to choose a victim for replacement.? Once the requested page
is cache resident, the client waits ThinkTime broadcast units of time and then
makes the next request. The ThinkTime parameter allows the cost of client
processing relative to page broadcast time to be adjusted, thus it can be used
to model workload processing as well as the relative speeds of the CPU and the
broadcast medium.

The client chooses the pages to access from the range 1 to AccessRange, which
can be a subset of the pages that are broadcast. All pages outside of this range
have a zero probability of access at the client. Within the range the page access
probabilities follow a Zipf distribution [Knut81, Gray94], with page 1 being
the most frequently accessed, and page AccessRange being the least frequently
accessed. The Zipf distribution is typically used to model non-uniform access
patterns. It produces access patterns that become increasingly skewed as 6
increases — the probability of accessing any page numbered ¢ is proportional
to (1/4)?. Similar to earlier models of skewed access [Dan90}, we partition
the pages into regions of RegionSize pages each, such that the probability of
accessing any page within a region is uniform; the Zipf distribution is applied
to these regions. Regions do not overlap so there are AccessRange/RegionSize
regions.

4.2 Server Execution Model

The parameters that describe the operation of the server are shown in Ta-
ble 3. The server broadcasts pages in the range of 1 to ServerDBSize, where
ServerDBSize > AccessRange. These pages are interleaved into a broadcast
program according to the algorithm described in Section 2. This program is
broadcast repeatedly by the server. The structure of the broadcast program
is described by several parameters. NumDisks is the number of levels (i.e.,
“disks”) in the multi-disk program. By convention disks are numbered from
1 (fastest) to N=NumDisks (slowest). DiskSize;, ¢ € [1..N], is the number of
pages assigned to each disk . Each page is broadcast on exactly one disk, so
the sum of DiskSize; over all i is equal to the ServerDBSize.

2We discuss the performance of various replacement policies in Section 5.
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ServerDBSize | Number of distinct pages to be broadcast
NumDisks Number of disks

DiskSize; Size of disk ¢ (in pages)

A Broadcast shape parameter

Offset Offset from default client access

Noise % workload deviation

Table 3 Server Parameter Description

In addition to the size and number of disks, the model must also capture their
relative speeds. As described in Section 2, the relative speeds of the various
disks can be any positive integers. In order to make experimentation tractable,
however, we introduce a parameter called A, which determines the relative
frequencies of the disks in a restricted manner. Using A, the frequency of
broadcast rel_freg(i) of each disk ¢, can be computed relative to rel_freq(N),
the broadcast frequency of the slowest disk (disk N) as follows:

rel_fr (1,) _ :
rel_f'reeqq( y T (N - I)A +1

When A is zero, the broadcast is flat: all disks spin at the same speed. As A is
increased, the speed differentials among the disks increase. For example, for a
3-disk broadcast, when A = 1, disk 1 spins three times as fast as disk 3, while
disk 2 spins twice as fast as disk 3. When A = 3, the relative speeds are 7, 4,
and 1 for disks 1, 2, and 3 respectively. It is important to note that A is used
in the study only to organize the space of disk configurations that we examine.
It is not part of the disk model as described in Section 2.

The remaining two parameters, Offset and Noise, are used to modify the map-
ping between the logical pages requested by the client and the physical pages
broadcast by the server. When Offset and Noise are both set to zero, then
the logical to physical mapping is simply the identity function. In this case,
the DiskSize; hottest pages from the client’s perspective (i.e., 1 to DiskSize;)
are placed on disk 1, the next DiskSizes hottest pages are placed on disk 2,
etc. However, as discussed in Section 3, this mapping may be sub-optimal due
to client caching. Some client cache management policies tend to fix certain
pages in the client’s buffer, and thus, those pages do not need to be broadcast
frequently. In such cases, the best broadcast can be obtained by shifting the
hottest pages from the fastest disk to the slowest. Offsetis the number of pages
that are shifted in this manner. An offset of K shifts the access pattern by K
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pages, pushing the K hottest pages to the end of the slowest disk and bringing
colder pages to the faster disks. The use of offset is demonstrated in Figure 4.

In contrast to Offset, which is used to provide a better broadcast for the client,
the parameter Noise is used to introduce disagreement between the needs of
the client and the broadcast program generated by the server. As described
in Section 2, such disagreement can arise in many ways, including dynamic
client access patterns and conflicting access requirements among a population
of clients. Notise determines the percentage of pages for which there may be a
mismatch between the client and the server. That is, with probability Noise
the mapping of a page may be switched with a different page.

The generation of the server broadcast program works as follows. First, the
mapping from logical to physical pages is generated as the identity function.
Second, this mapping is shifted by Offset pages as described above. Third, for
each page in the mapping, a coin weighted by Noise is tossed. If based on the
coin toss, a page 4 is selected to be swapped then a disk d is uniformly chosen
to be its new destination.? To make way for i, an existing page j on d is chosen,
and ¢ and j exchange mappings.

5 EXPERIMENTS AND RESULTS

In this section, we use the simulation model to explore the performance char-
acteristics of the broadcast disk. The primary performance metric employed

3Note that a page may be swapped with a page on its own disk. Such a swap does not
affect performance in the steady state, so Noise represents the upper limit on the number of
changes.
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ThinkTime 2.0

ServerDBSize | 5000

AccessRange 1000

CacheSize 50(5%), 250(25%), 500(50%)
A 1,2,...7

0 0.95

Offset 0, CacheSize

Noise 0%, 15%, 30%, 45%, 60%, 75%
RegionSize 50

Table 4 Parameter Settings

in this study is the response time at the client, measured in broadcast units.
The server database size (ServerDBSize) was 5000 pages, and the client access
range AccessRange was 1000 pages. The client cache size was varied from 1
(i.e., no caching) to 500 (i.e., half of the accéss range). We studied several
different two-disk and three-disk configurations of broadcast programs. All of
the results presented in the paper were obtained once the client performance
reached steady state. The cache warm-up effects were eliminated by begin-
ning our measurements only after the cache was full, and then running the
experiment for 15,000 or more client page requests (until steady state).

Table 4 shows the parameter settings used in these experiments. It should
be noted that the results described in this section are a very small subset of
the results that have been obtained. These results have been chosen because
they demonstrate many of the unique performance aspects and tradeoffs of
the broadcast disk environment, and because they identify important areas for
future study.

5.1 Experiment 1: No Caching, 0% Noise

The first set of results examine the case where the client performs no caching
(i.e., it has a cache size of one page). Figure 5 shows the client response time
vs. A for a number of two and three disk configurations. In this graph, Noise
is set to 0%, meaning that the server is providing preferential treatment to the
client (i.e., it is giving highest priority to this client’s pages). As A is increased
along the x-axis of the figure, the skew in the relative speeds of the disks is
increased (as described in Section 4). As shown in the figure, the general trend
in these cases is that response time improves with increasing disk skew. When
A = 0, the broadcast is flat (i.e., all disks rotate at the same speed). In this
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Figure 5 Client Performance, Cache Size = 1, Noise= 0%

case, as would be expected, all disks result in a response time of 2500 pages —
half the ServerDBSize. As A is increased, all of the disk configurations shown
provide an improvement over the flat disk. The degree of improvement begins
to flatten for most configurations around a A value of 3 or 4.

Turning to the various disk configurations, we first examine the two-disk con-
figurations: D1, D2, and D3. For D1, 500 pages fit on the first (i.e., fastest)
disk. Because Noise and Offset are both zero, the hottest half of the client’s
access range is on the fast disk, and the colder half is on the slower disk. As
A is increased, performance improves until A = 3 because the hotter pages
are brought closer. Beyond this point, the degradation caused by the access to
the slow pages (which get pushed further away) begins to hurt performance.
In contrast, D2, which places 90% of the client access range (900 pages) on
the fast disk improves with increasing A for all values of A in this experiment.
Because most of the accessed pages are on the fast disk, increasing A pushes
the colder and unused pages further away, allowing the accessed pages to arrive
more frequently. At some point, however, the penalty for slowing down the 10%
will become so great that the curve will turn up again as in the previous case.
The final two-disk configuration, D3, has equal sized disks. Although all of the
accessed data fits on the fast disk, the fast disk also includes many unaccessed
pages. The size of the fast disk causes the frequencies of the pages on this disk
to be lower than the frequencies of pages on the fast disks of D2 and D1 at
corresponding values of A. As a result, D3 has the worst performance of the
two-disk configurations for most of the A values shown.

Turning to the three-disk configurations: D4 and D5, it can be seen that config-
uration D4, which has a fast disk of 300 pages has the best performance across
the entire range. At a A of 7, its response time is only one-third of the flat-disk
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response time. D5, which is simply the D3 disk with its first disk split across
two disks, performs better than its two-disk counterpart. The extra level of disk
makes it easier to match the broadcast program to the client’s needs. However,
note that response time for D5 is typically higher than the two-disk D2, and
thus, the extra disk level does not necessarily ensure better performance.

5.2 Experiment 2: Noise and No Caching

In the previous experiment, the broadcast program generation was done giving
our client’s access pattern the highest priority. In this experiment we examine
the performance of the broadcast disk as the server shifts its priority away from
this client (i.e., as Noise is increased). These results are shown in Figures 6
and 7, which show how the client performs in the presence of increasing noise
for configurations D3 (two-disks) and D4 (three-disks) from Figure 5 respec-
tively. As expected, performance suffers for both configurations as the Noise
is increased; as the mismatch between the broadcast and the client’s needs
increases, the skew in disk speeds starts to hurt performance. Ultimately, if
the mismatch becomes great enough, the multi-disk approach can have worse
performance than the flat disk. This is shown in the performance disk of D3
(Figure 6). This susceptibility to a broadcast mismatch is to be expected, as
the client accesses all of its data from the broadcast channel. Thus, it is clear
that if a client does not have a cache, the broadcast must be well suited for that
client’s access demands in order to gain the benefits of the multi-disk approach.
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5.3 Experiment 3: Caching and Noise

The previous experiments showed that even in the absence of caching, a multi-
level disk scheme can improve performance, but that without a cache, per-
formance can suffer if the broadcast program is poorly suited to the client’s
access demands. In this experiment we introduce the use of a client cache, to
reduce the expected page access delay and to increase the client’s tolerance to
mismatches in the broadcast program. We use an idealized page replacement
policy called P, which keeps the pages with the highest probability of access in
the cache. P, however, it is not an implementable policy, as it requires perfect
knowledge of access probabilities and a great deal of local computation.* We
use P, therefore, to gain an understanding of the performance in a simplified
setting and as a point-of-reference for other (implementable) policies.

In steady state, a client using the P replacement policy will have the CacheSize
hottest pages in its cache. Consequently, broadcasting these cache-resident
pages on the fastest disk is a waste of bandwidth. Thus, as stated in Section 4.2,
the best broadcast program will be obtained by shifting the CacheSize hottest
pages from the fastest disk to the slowest. Such shifting is accomplished in the
simulation model by setting Offset = CacheSize.> Given this Offset, we now
examine the effectiveness of a cache (using the idealized P replacement policy)
in allowing a client to tolerate Noise in the broadcast. Figure 8 shows the
impact of increasing Noise on the performance of the three-disk configuration
D4 as A is varied. In the case shown, CacheSize and Offset are both set to
500 pages. Comparing these results with the results obtained in the no caching
case (see Figure 7), we see that although as expected the cache greatly improves
performance in an absolute sense, surprisingly, the cache-based numbers are if
anything, somewhat more sensitive to the degree of Noise than the non-caching
numbers. For example, in the caching case, when A is greater than 2, the higher
degrees of noise have multi-disk performance that is worse than the flat disk
performance, whereas this crossover did not occur for similar A values in the
non-caching case. The reason for this additional sensitivity is that when Noise
is low and Offset = CacheSize, P does exactly what it should do — it caches
those hot pages that have been placed on the slowest disk, and it obtains
the remainder of the hottest pages from the fastest disk. However, as noise
increases, P caches the same pages regardless of what disk they are stored on.
Caching a page that is stored on the fastest disk is often not a good use of the
cache, as those pages are broadcast frequently. As noise increases, P’s cache
hit rate remains the same, but its cache misses become more expensive, as it

41t is trivial to implement P in the simulator, as the probability of each page is known
from the client access distribution.
5The impact the Offset parameter is discussed in more detail in [Acha94].
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has to retrieve some pages from the slower disks. These expensive cache misses
are the cause of P’s sensitivity to Noise.
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5.4 Cost Based Replacement Algorithms

In the previous section, it was shown that while standard caching can help
improve performance in a multi-disk broadcast environment, it can actually
increase the client’s sensitivity to Noise. Recall that Noise represents the degree
to which the server broadcast deviates from what is best for a particular client.
It is likely, therefore, that some type of “noise” will be present in any application
in which there are multiple clients that access the broadcast disk. The P
replacement policy was found to be sensitive to noise because it ignored the cost
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of re-acquiring a page when choosing a victim for replacement. To address this
deficiency, we examine a second idealized algorithm called PZX, that extends
P with the notion of cost. As stated in Section 3, PZX always replaces the page
with the lowest ratio of access probability to broadcast frequency. Thus, the
cost of re-accessing a replaced page is factored into the replacement decision.

Ezperiment 4: PZX and Noise

Figure 9 shows the response time of the client using PZX for the same case
that the previous experiment showed for P (see Figure 8). Comparing the two
figures it can be seen that PZ.X is much more successful at insulating the client
response time from effects of Noise. Of course, an increase in Noise still results
in a degradation of performance; this is to be expected. However, unlike the
case with P, using PZX the performance of the client remains better than
the corresponding flat disk performance for all values of Noise and A in this
experiment. Under PZX, the performance of the client for a given Noise value
remains stable as A is increased beyond a certain point. In contrast, under P,
in the presence of noise, the performance of the client quickly degrades as A is
increased beyond a value of 1 or 2. This experiment demonstrates the potential
of cost-based replacement for making the broadcast disk practical for a wider
range of applications.

Figure 10 shows results from the same set of experiments in a slightly different
light. In this figure, the effect of increasing noise on the response time of the
two algorithms for A = 3 and A = 5 is shown. The performance for the flat
disk (A = 0) is given as a baseline.® Note that P degrades faster than PZX
and eventually becomes worse than the flat disk at around Noise = 45%. PZX
rises gradually and manages to perform better than the flat disk within these
parameters. Also, notice how P’s performance degrades for A = 5; unlike PZX
it fails to adapt the cache contents with increasing differences in disk speeds.

The performance differences between the two algorithms result from the differ-
ences in the places from which they obtain their pages (as shown in Figure 11
for the case where Noise = 30%). It is interesting to note that PZX has a
lower cache hit rate than P. A lower cache hit rate does not mean lower re-
sponse times in broadcast environments; the key is to reduce expected latency
by caching important pages that reside on the slower disks. PZX gets fewer
pages from the slowest disk than does P, even though it gets more pages from

SNote that at A = 0 (i.e., a flat disk), P and PZX are identical, as all pages are broadcast
at the same frequency.
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the first and second disks. In this case, this tradeoff results in a net performance
win.

5.5 Implementing Cost Based Policies

The previous sections have shown that multi-disk broadcast environments have
special characteristics which when correctly exploited can result in significant
performance gains. They also demonstrated the need for cost-based page re-
placement and examined a cost-based algorithm (PZX). Unfortunately, like
P, the policy on which it is based, PZAX is not an implementable algorithm.
However, based on the insight that we gained by examining P and PZX we
have designed and implemented an approximation of PZX, which we call LTX.

LIX is a modification of LRU that takes into account the broadcast frequency.
LRU maintains the cache as a single linked-list of pages. When a page in the
cache is accessed, it is moved to the top of the list. On a cache miss, the page
at the end of the chain is chosen for replacement.

In contrast, LZA maintains a number of smaller chains: one corresponding to
each disk of the broadcast (LZX reduces to LRU if the broadcast uses a single
flat disk). A page always enters the chain corresponding to the disk in which
it is broadcast. Like LRU, when a page is hit, it is moved to the top of its own
chain. When a new page enters the cache, LT X evaluates a liz value (see next
paragraph) only for the page at the bottom of each chain. The page with the
smallest liz value is ejected, and the new page is inserted in the appropriate
queue. Because this queue might be different than the queue from which the
slot was recovered, the chains do not have fixed sizes. Rather, they dynamically
shrink or grow depending on the access pattern at that time. LIAX performs
a constant number of operations per page replacement (proportional to the
number of disks) which is the same order as that of LRU. Figure 12 shows an
example of LTX for a two-disk broadcast. Pages g and k are at the bottom
of each chain. Since g has a lower liz value it is chosen as the victim. The
new page z, being picked from the second disk, joins Disk2Q. Note the relative
changes in the sizes of both the queues.

In order to compute the liz value, the algorithm maintains two data items per
cached page ¢ : a running probability estimate (p;) and the time of the most
recent access to the page (¢;). When the page ¢ enters a chain, p; is initially set
to zero and ¢; is set to the current time. If ¢ is hit again, the new probability
estimate for ¢ is calculated using the following formula:
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pi = A/ (CurrentTime- t;) + ( 1I- A )p;

t; is then subsequently updated to the current time. A is a constant used
to appropriately weigh the most recent access with respect to the running
probability estimate; in these experiments, it is set to 0.25. This formula
is evaluated for the least recently used pages of each chain to estimate their
current probability of access. This value is then divided by the frequency for
the page (which is known exactly) to get the liz value. The page with the
lowest liz value is ejected from the cache. LIX is a simple approximation
of PZX, yet in spite of this, it performs surprisingly well (as is shown below).
Better approximations of PZX, however, might be developed using some of the
recently proposed improvements to LRU like 2Q[John94] or LRU-k[ONei93).

Ezxperiment 5: LIX vs. LRU

The next set of experiments are similar to those for P and PZX and compare
LZX and LRU. However, unlike P, the best performance for LRU isn’t at an
offset equal to the cache size. Being only an approximation of P, LRU isn’t
able to retain all of the hot pages that are stored on the slowest disk and
thus, it performs poorly at this offset. For similar reasons, LZX also does not
perform best at this offset. As a result, we also compared the performance
of LTX and LRU to a modified version of LIX called £. £ behaves exactly
like LIX except that it assumes the same value of frequency for all pages.
Thus, the difference in performance between £ and LRU indicates how much
better (or worse) an approximation of probability £ provides over LRU, and
the performance difference between £LZX and £ shows the role that broadcast
frequency plays (if any) in the performance of the caching strategies.
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Figure 13 shows the performance of the three algorithms for different values
of A. These results show the sensitivity of the algorithms to changing A for
the same case as in Figure 10 (i.e., Offset=CacheSize=500), with Noise set to
30%. In this experiment, LRU performs worst and consistently degrades as A
is increased. £ does better at A = 1 but then degrades. The benefits of using
frequency are apparent from the difference in response time between £LZX and
L. The response time of LZX is only between 25% to 50% that of £. The solid
line on the bottom of the graph shows how the ideal policy (PZX’) performs;
it does better than LZA', but only by a small margin. The factors underlying
these results can be seen in Figure 14, which shows the distribution of page
access locations for the results of Figure 13 when A is set to 3. In this case,
LIX obtains a much smaller proportion of its pages from the slowest disk than
do the other algorithms. Given that the algorithms have roughly similar cache
hit rates, the differences in the distributions of access to the different disks is
what drives the performance results here.
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CacheSize = 500, Noise = 30%

Figure 15 shows the performance of the three algorithms with varying Noise
with A = 3. In this case, it can be seen that £ performs only somewhat better
than LRU. The performance of LZX degrades with noise as expected, but it
outperforms both £ and LRU across the entire region of Noise values. These
results demonstrate that the frequency-based heuristic of LZX can provide
improved performance in the presence of noise.
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6 PREVIOUS WORK

While no previous work has addressed multilevel broadcast disks and the re-
lated cache management techniques described in this paper, several projects
in mobile databases and other areas have performed related work. As stated
previously, the notion of using a repetitive broadcast medium for database
storage and query processing was investigated in the Datacycle project at Bell-
core [Herm87, Bowe92]. Datacycle was intended to exploit high bandwidth,
optical communication technology and employed custom VLSI data filters for
performing associative searches and continuous queries on the broadcast data.
Datacycle broadcast data using a flat disk approach and so the project did
not address the multi-level disk issues that we have addressed in this paper.
However, the Datacycle project did provide an optimistic form of transaction
management which employed an “upstream network” that allowed clients to
communicate with the host. We intend to investigate issues raised by allow-
ing such upstream communication through low-bandwidth links as part of our
ongoing work. An early effort in information broadcasting, the Boston Com-
munity Information System (BCIS) is described in [Giff90]. BCIS broadcast
newspapers and information over an FM channel to clients with personal com-
puters specially equipped with radio receivers. Like Datacycle, they too used
a flat disk approach.

More recently, the mobile computing group at Rutgers has investigated tech-
niques for indexing broadcast data [Imie94b]. The main thrust of this work
has been to investigate ways to reduce power consumption at the clients in
order to preserve battery life. Some of the indexing techniques described in
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[Imie94b] involve the interleaving of index information with data, which forms
a restricted type of multilevel disk. However, this work did not investigate the
notion of replicating the actual data to support non-uniform access patterns
and did not investigate the impact of caching. In our current work we have as-
sumed a fixed broadcast program, so that indexing was not needed. However,
we are currently investigating ways to integrate indexes with the multilevel
disk in order to support broadcast program changes due to client population
changes and updates. Caching in a mobile environment has been considered
in [Barb94]. However, their model was different in that it considered volatile
data and clients who could be inactive (and/or disconnected) over long periods
of time. Thus, the focus of both broadcasting and caching in this work was
to efficiently detect and avoid access to stale data in the cache. Very recently,
another approach to broadcasting data for video on demand has been taken in
[Vish94]. The technique, called pyramid broadcasting, splits an object (e.g., a
video clip) into a number of segments of increasing sizes. To minimize latency
the first segment is broadcast more frequently than the rest. While similar in
spirit, a key difference is that the data needed by the client is known a priori
once the first segment (the choice of movie) is decided upon and thus, they do
not need to address the issues related to caching dealt in this paper.

The issues that arise due to our use of a broadcast medium as a multi-level
device also arise in other, more traditional types of complex memory hierarchies.
The need for cost-based caching and page replacement has been recognized in
other domains in which there is a wide variation in the cost of obtaining data
from different levels of the storage hierarchy. For example, [Anto93] describes
the need for considering “cost of acquisition” for page replacement in deep-
store file systems involving tertiary mass storage. This issue is also addressed
for client-server database systems in which a global memory hierarchy is created
by allowing clients to obtain data from other clients that have that data cached
[Fran92]. In this work, server page replacement policies are modified to favor
pages that are not cached at clients, as they must be obtained from disk,
which is more expensive. Recently, a technique called “Disk-Directed I/0” has
been proposed for High Performance Computing applications [Kotz94]. Disk-
Directed I/O sends large requests to I/O devices and allows the devices to
fulfill the requests in a piecemeal fashion in an order that improves the disk
bandwidth. Finally, the tradeoff between replication to support access to hot
data while making cold data more expensive to access has been investigated
for magnetic disks [Akyu92].
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7 SUMMARY AND FUTURE WORK

In this paper, we have described our design of a multilevel broadcast disk
and cache management policies for this style of memory. We believe that
this approach to data management is highly applicable to asymmetric network
environments such as those that will naturally occur in the NII as well as many
other modern data delivery systems. We have demonstrated that in designing
such disks, the broadcast program and the caching policy must be considered
together.

It has been shown that there are cases in which the performance of both two
and three level disks can outperform a flat broadcast even when there is no
caching. We have argued that our scheme for interleaving the data is desirable
because it provides a uniform expected latency.

We have further shown that introducing a cache can provide an advantage by
smoothing out disagreement between the broadcast and the client access pat-
terns. The cache gives the clients a way to hoard their hottest pages regardless
of how frequently they are broadcast. However, doing page replacement solely
on probability of access can actually increase a client’s sensitivity to the server’s
broadcast.

We then introduced a caching policy that also took into account the broadcast
frequency during replacement. We showed that this not only improves client
performance but also shields it from vagaries of the server broadcast. This is
because the clients can cache items that are relatively hot and reside on a slow
disk and thus, avoid paying high cache miss penalties.

Finally, we demonstrated a straightforward implementation technique that ap-
proximates our ideal cost-based caching scheme. This technique is a modifica-
tion of LRU which accounts for the differences in broadcast frequency of the
data.

We believe that this study while interesting and useful in its own right, is just
the tip of the iceberg. There are many other opportunities that can be exploited
in future work. Here, we have only considered the static read-only case. How
would our results have to change if we allowed the broadcast data to change
from cycle to cycle? What kinds of changes would be allowed in order to keep
the scheme manageable, and what kinds of indexing would be needed to allow
the client to make intelligent decisions about the cost of retrieving a data item
from the broadcast?
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We are currently investigating how prefetching could be introduced into the
present scheme. The client cache manager would use the broadcast as a way to
opportunistically increase the temperature of its cache. We are exploring new
cache management metrics for deciding when to prefetch a page.

We would also like to provide more guidance to a user who wants to configure a
broadcast. We have experimental results to show that good things can happen,
but given a workload, we would like to have concrete design principles for
deciding how many disks to use, what the best relative spinning speeds should
be, and how to segment the client access range across these disks. We are
pursuing an analytic model to address this.

Finally, once the basic design parameters for broadcast disks of this kind are
well-understood, work is needed to develop query processing strategies that
would exploit this type of media.
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ABSTRACT

As mobile computing becomes more prevalent, systems and applications must deal
with a growing disparity among resource types and availabilities at the user interface
device. Network properties, display size, input method, and local storage are some
of the more obviously affected characteristics. Although the challenges of effectively
managing these resources are partially addressed by existing systems, their solutions
are hindered by the system’s lack of knowledge about application behavior. This,
combined with the narrower application domain commonly used during mobile com-
puting, suggests addressing these concerns from the application level. This paper
presents strategies for designing applications for a wireless environment, by reducing
the demands placed on the wireless network. A World Wide Web chent browser is
used to illustrate this design.

1 INTRODUCTION

Today’s wireless technologies have latency and bandwidth characteristics that
are anachronistic in the context of current wired networks and applications’
expectations. Although these limitations are being addressed in successive
technologies, the performance disparity between wireless and wired networks
is likely to remain. The problems of wireless links, such as high and variable
latency, low bandwidth, high cost, and incomplete coverage, argue for a soft-
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ware architecture that reduces the demands placed on the wireless link, and
supports disconnected operation.

Several systems exist that provide various solutions for dealing with network
resource scarcity. Coda [10, 6] and Little Work [5] both use caching to permit
continued operation during disconnection. RUSE (7] and newer revisions of
the ParcTab [1] download code to the mobile device permitting some local
interactions. This reduces user-perceived latency and often the amount of data
transferred for those operations.

Although techniques for tolerating network constraints (for example, caching
and prefetching) are often employed at the system level, their effectiveness
is hindered by a lack of information. We chose to attack the problem from
a higher level, and present a strategy for designing applications whose data
and functional organization provide implicit information about structure and
reference patterns to increase the benefits of traditional techniques.

If one examines the use of emerging PDAs and other handheld devices, their
utility is derived from a fairly small set of applications. In inventory, medical
and other vertical markets, the number of applications is even fewer, and appli-
cations are tailored to the device. In light of this, it is reasonable to (re)design
wireless applications to perform well in the presence of resource constraints and
diversity. This application-level approach directly addresses two goals: first, to
exploit an application’s knowledge of its own behavior, and second, to spec-
ify user interactions in a more abstract manner, to reduce the dependency on
particular input and output devices. This paper focuses on the first goal, as it
applies to using the network link more effectively.

The remainder of the paper is structured as follows. Section 2 presents a
strategy for designing applications that use the network link more effectively.
Section 3 briefly describes our wireless platform. Section 4 uses W*, a World
Wide Web client browser, to illustrate the design of a wireless application.
Section 5 details our experiences with W*. Section 6 contains the conclusions
and future work.
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[ Technique | Potential Benefits I
caching reduce latency and bandwidth
prefetch hide latency, reduce burstiness

data encoding | reduce bandwidth and latency
lazy evaluation | reduce bandwidth

futures hide latency through concurrency
data reduction | reduce bandwidth and latency

Table 1 Communication Optimization Techniques

2 APPLICATION DESIGN FOR A
WIRELESS ENVIRONMENT

Central to the design of our mobile software is the concept of a partitioned
application. Application functionality is partitioned into components that ex-
ecute either on the mobile device or a machine on the wired network. This
has similarities to a client/server or network agent {2, 1] architecture, but with
slightly different characteristics than are typical for either of those models. The
interface boundary is chosen based on efficiency and constrained by network
connectivity and data or function location. A typical partition might place
data gathering and parsing functions in the wired network component, and
user interface functions in the mobile component. In some cases, the boundary
may change dynamically.

Partitioning is only one part of designing applications that make effective use
of the mobile network. Table 1 lists several well-known techniques for more
effective use of the communications link and their potential benefits. Unfortu-
nately, the policy decisions for when to exercise many of these usually rely on
predictions concerning data access patterns.

The following design strategies strive to maximize the accuracy of these pre-
dictions, provide additional information about relative data importance, and
increase the usability of the wireless application.

Ezxpose network costs. Structure the user interface to unobtrusively convey
information about high cost operations, offer lower cost versions of the same,
facilitate user hints to designate background data transfer, and facilitate user-
specified data filters that are applied on the wired-network side.
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Organize to provide reference information. Structure the application to imply
what data will be accessed next based on the current context, and to allow data
transfer during user latency, transfer of important data first or by itself (hier-
archical), and continued operation on available data when new data requests
are unsatisfied.

Utilize wired-network resources. Use a wired-network workstation to reduce or
filter the data sent to the client, provide additional resources to the mobile
device (CPU, disk space), hide limitations of the mobile device from network
applications (including disconnection, high latency), and allow the mobile de-
vice to exploit services in the network.

Adapt to variations in network connectivity. Structure the application to allow
adaptation to connectivity changes through migrating function and adaptive
data transfer, and by providing functionality on the mobile device to support
some form of disconnected operation.

In general, the application should be structured to expose information about
which data is necessary and important (to the user as well as to the application),
which data is most likely to be needed next, and alternative actions to be taken
if the data is unavailable. This information is used to more effectively exploit
traditional techniques.

3 WIRELESS PLATFORM

The software system platform for our wireless applications is Wit [12], the suc-
cessor to BNU [13]. Wit is a system infrastructure that supports wireless con-
nection of a palmtop to the wired LAN. Wireless communication occurs through
infra-red transceivers and software developed at Xerox PARC. Wit provides a
primitive windowing system, non-preemptive threads, and connections, all of
which are controlled by applications through a Tcl [9] interpreter. These ser-
vices support local execution, which is required by disconnected operation, and
permit a wide range of solutions for hiding low bandwidth constraints.

The system hardware platform includes HP100lx palmtops (PC-XT compat-
ible, 80c186 processor) as the mobile devices, SUN workstations and PARC
IR transceivers. The transceivers communicate with an attached palmtop or
workstation via a serial link at 38000 bps, and over the wired network at 19200
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bps. In practice, the data throughput is significantly lower (3000-4000 bps) due
to a combination of transceiver and protocol overheads.

Wireless communication links are shared with ParcTabs [1] using the PARC
IRNet. Communication is routed as follows. Packets travel from the palmtop
to its attached transceiver, wirelessly to another transceiver attached to a work-
station, and then to the controlling gateway process on the workstation. The
gateway forwards the packet on to the appropriate Wit process for that paim-
top, which may pass the data on to an application component. The ParcTab
software tracks location and performs cell handoff as appropriate.

4 W*: A WIRELESS APPLICATION

We focused our initial application efforts on a World Wide Web (WWW) {3, 15]
client browser. This is a hypertext browser that retrieves documents based on
the user’s selection of a hyperlink. Hyperlinks point to documents that are
related to the text in which they appear. There are several motivations for
choosing this application:

1. The growing popularity of WWW (8] is increasing the amount of interesting
and useful information accessible through web browsers.

2. Information retrieval and management are two of the primary uses of
PDAs. A WWW client is an obvious choice for extending information
retrieval over the wireless connection.

3. The highly structured nature of hypertext documents is well suited to
exploring application specific optimizations for low bandwidth links.

4. The hypertext interface has minimal input requirements that are well
suited to pen or limited keyboard interactions.

Other applications that allow interactive retrieval of information from the wired
network, such as email, netnews, or documentation readers, are also good can-
didates for this approach.

W*, Wit’s wireless WWW browser, is used to illustrate how application struc-
ture and data can be tailored for better use of communication optimization
techniques. Table 2 lists the techniques along with some example applications
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[ Technique | Applied to WWW client |
caching cache frequently accessed documents
prefetch prefetch the first page of the first N hyperlinks

data encoding | compress documents

lazy evaluation | display first screen and lazily evaluate page down
futures display first screen with rest of document as future
data reduction | demand for uncached document retrieves outline only

Table 2 Application of Communication Optimization Techniques

in a WWW client. Caching, prefetching and data reduction are implemented in
W*. Lazy evaluation and futures are supported in the HTML parsing and dis-
play routines, but the current version of W* transfers only complete documents
or outlines. Data encoding is not implemented.

4.1 User Interface

A document’s hyperlinks are used to convey additional information about the
cost (latency) of traversing a hyperlink. This can be done unobtrusively through
underlining (the percentage underlined reflects relative cost) or through a sta-
tus line for the current hyperlink. This feedback helps set user expectations,
although it is not necessary for the user to understand the new information in
order to continue using the application. Prefetching is assisted by allowing the
user to specify a set of hyperlinks in which they are interested. The system
works on obtaining these while the user is reading the current document. An
alternative way to traverse a hyperlink is to retrieve just an outline consisting
of the headings and hyperlinks for a document. Like a “folding editor”, the
user can expand sections of the document by selecting section headings.

4.2 Workstation Resources

W* uses a two level cache for documents, one at the palmtop, and one at
the workstation. Prefetching documents to the workstation, but not all the
way to the palmtop, hides some latency without placing additional demands
on the wireless link. The workstation cache also facilitates user-specified data
reduction. Scripts, possibly written or parametrized by the user on the palmtop,
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can be executed remotely on the workstation. A simple example is a filtering
script that returns only documents or sections of documents that match some
criteria. The script examines a set of cached documents on the workstation by
starting in one document and following its hyperlinks to a specified depth or
until an uncached reference. It selects matching sections and sends an outline
of the results to the palmtop. General purpose scripts or templates can be
shared among users.

4.3 Application and Data Structure

In W#*, parsing functionality is duplicated on both sides of the wireless link.
Disconnected access to cached documents requires local parsing. But in some
cases (for example, large documents or wireless contention) it becomes desirable
to either send outlines or, if the target of a hyperlink is not at the top of a
document, only transfer the desired page and lazily bring over other pages as
needed. These solutions require that the workstation parse the document as
well.

When browsing a hypertext document, the most likely operations are page up,
page down, or traversal of a visible hyperlink. The structure of the application
and data provide good “hints” about which data to prefetch. Prefetching the
first screen of output from each of these actions can improve response times.
The number of visible hyperlinks, current resource constraints, and document
or user specific access patterns suggest when prefetching can be profitably em-
ployed. Another concern with both prefetching and user scripts that access
HTTP servers is the possibility of overloading the servers with a large number
of successive requests. Guidelines for WWW crawlers [4], programs that ex-
plore and index the web, have been developed to minimize the adverse impact
of antomatically accessing sets of documents.

5 EXPERIENCES

Table 3 shows the component costs for a typical HTML document access from
the palmtop to a remote HTTP server. The document size of 6.2K is an average
derived from httpd access logs. Wireless file-transfer occurs over a reliable
connection that uses an unoptimized send/acknowledge protocol with no sliding
windows. This connection is a good approximation of typical wide area wireless
communication bandwidth.



370 CHAPTER 13

[ Access 6.2K HTML document | seconds | percent |

HTTP GET (to workstation) 2.9 17
workstation to palmtop 14.2 82
other communication 0.2 1

|| Total (to palmtop) [ 173 ] 100 ||

Table 3 Sample Access Times for a Typical Document

Palmtop file caching has the largest impact on performance. The prototype
does not currently make any attempt to validate the cached copy, but the user
can request that it be re-loaded from the network. User specified background
fetch of one or more documents also improves the usability of W*, since the user
can ask for other documents early, then continue to read the current document.

The HTTP GET is performed by executing a perl script, “hget” from the Tcl
interpreter. Although the variance for the HTTP GETs that provided the data
in Table 3 was not very high, in general, document retrieval via HTTP exhibits
unpredictable latencies. This may make workstation caching and prefetching
more desirable.

We are currently conducting a study on World Wide Web document access pat-
terns [14] to provide additional data on the expected effectiveness of caching
and prefetching. It is often not advisable to prefetch all visible hyperlinks.
When viewing a densely hyperlinked document or during periods of high net-
work contention it is useful to know that a particular hyperlink traversal is
likely. We are analyzing server access logs to look for patterns where an access
to document A is typically followed by an access to document B. This uncovers
document-specific access patterns. We also plan to use client traces to deter-
mine user-specific access patterns. Although there are a number of limitations
to this approach, preliminary results indicate certain subtrees of documents
are good candidates for prefetching. These are usually documentation files or
on-line books that are traversed in section order.

We do not yet have enough experience with the outline retrieval to evaluate its
usefulness in practice. The effectiveness of this technique depends largely on
the relative sizes of the outline and the original document. On small or densely
hyperlinked documents, little benefit is obtained. Where there is a significant
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difference, the outline can be effective if either the user is familiar with the
contents, or the headers and hyperlink names are self-explanatory.

6 CONCLUSIONS

The performance disparity between wireless and wired networks motivates the
need for applications that better tolerate slow communication links. This pa-
per presents a strategy for designing applications that are partitioned across
the wireless link. The application data and functional organization provide
implicit information about reference patterns that can be utilized to increase
the benefits of traditional techniques.

Based on our experiences with W* and other wireless applications, we are devel-
oping a new system. Wit II [11] is designed to provide effective management of
mobile computing resources using a cooperative approach between applications
and the system. The system manages data transfer between the components
of a partitioned application, employing techniques such as filtering, prefetching
and caching. Application-supplied information about data structure, priority
and access patterns is used to improve system policy decisions. This approach
reduces the complexity of developing mobile applications that perform well by
decoupling the implementation of optimization techniques from the specifica-
tion of application data semantics that guide policy decisions.
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Wireless World Wide Web (W4) project [2]. The W4 system consists of a
Web client that runs on an Apple Newton MessagePad and communicates with
the wired network via a "2400 baud Motorola CELLect modem and MicroTac
phone. The Web client is structured so that a workstation host on the remote
end of the modem link does most of the document formatting, thereby relieving
the less powerful PDA of the CPU intensive formatting task and conserving as
much of the limited wireless bandwidth as possible. The W4 project has shown
that current PDAs are feasible platforms for running Web clients when care is
taken in implementing the client.

The Dynamic Documents project at MIT has also investigated providing mobile
access to the World Wide Web [6]. Dynamic Documents are Tecl scripts that,
once received, are executed in a “safe” Tcl interpreter in a modified Mosaic
Web client. The output of the Tcl script is an HTML document that is dis-
played by the client. Dynamic Documents can interact with the Web client, for
example, to configure their output for displaying on small displays. In addition,
Dynamic Documents can use the Tk library to create their own user interfaces
to implement more complex Web applications from within the client.

The primary difference between the Dynamic Documents project and Mobi-
saic is that the Dynamic Documents project has focused on the problems of
overcoming the limited bandwidth of the wireless communication link and the
display limitations of mobile devices, whereas Mobisaic has focused on enhanc-
ing the utility of the Web by incorporating information from the user’s mobile
computing context into the system.

1.2 Paper outline

The rest of this paper is organized as follows. Section 2 gives an overview of
the World Wide Web system, and describes the extensions to the system used
for incorporating a user’s mobile computing context into the WWW. Sections
3 and 4 describe dynamic URLs and active documents. Section 5 discusses
how Mobisaic can be useful in the desktop environment as well as the mobile
environment. Section 6 describes the implementation of Mobisaic. Section 7
discusses future work, and section 8 summarizes.
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2 SYSTEM OVERVIEW

This section first provides a high-level overview of the World Wide Web infor-
mation system, and then describes the extensions used by Mobisaic for incor-
porating a user’s mobile computing environment into the system.

2.1 The World Wide Web

The three main components of a World Wide Web (WWW) information sys-
tem are clients, documents, and information servers. The user interacts with
the system using a Web client, which lets the user name and load documents
from servers for viewing. Web clients typically support a number of differ-
ent document types, such as files available via ftp, netnews, and Hypertext
Markup Language (HTML), and support connections with a variety of infor-
mation servers, such as ftp daemons, news servers, and Hypertext Transport
Protocol (HTTP) daemons. Documents are files on a server referenced by Uni-
form Resource Locators (URLs), and they can contain a variety of data types,
including ASCII text formatted according to HTML directives, embedded pic-
tures, and audio and video clips, as well as embedded URLs that are used as
hypertext links to other documents. URLs can also name programs on HTTP
daemons that, when executed, produce an HTML document as output.

2.2 Extensions for a mobile WWW

In its current form, the Web infrastructure cannot easily accommodate mobile
clients because the dynamic information it supports is either returned from
the server without incorporating any user context at all, or is incorporated
explicitly using forms-based interfaces that require user input on the client.
Moreover, there is no support for automatically updating a document when it,
or the reason for displaying it, changes.

To better support the use of dynamic information, we have extended the Web
infrastructure to include:

® A network server that maintains mobile computing contexts within a client-
specific domain;

®  An asynchronous callback mechanism to notify Web clients when a user’s
dynamic computing environment changes;
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ABSTRACT

Mobisaic is a World Wide Web information system designed to serve users in a mobile
wireless computing environment. Mobisaic extends the Web by allowing documents
to both refer and react to potentially changing contextual information, such as one’s
current location in the wireless network. Mobisaic relies on client-side processing of
HyperText Markup Language documents that support two new concepts: Dynamic
Uniform Resource Locators (URLs) and Active Documents. A dynamic URL is
one whose results depend upon the state of the user’s mobile context at the time it
is resolved. An active document automatically updates its contents in response to
changes in a user’s mobile context. This paper describes the design of Mobisaic, the
mechanism it uses for representing a user’s mobile context, and the extensions made
to the syntax and function of Uniform Resource Locators and HyperText Markup
Language documents to support mobility.

1 INTRODUCTION

This paper describes Mobisaic, a system that uses the World Wide Web [3] to
enable information browsing in a mobile computing environment. Information
browsing is an ideal mobile application because it allows users to interact with
their environment as the