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How images are represented in 
computer?

A 2D Array of integers

Width: 256
Height: 384



Color images

R

B

G



Image File

width height # Comp. # bytes/pixel

Header Stream of pixels100 101 88 EOF

Standard File Formats: 
TIFF, BMP, GIF, PGM, PPM, JPEG, DICOM,  …. 



Image formation in optical 
camera
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P à p : Projection

E(P) à I(p) : Stimulation



Rules of projection

P
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Center of 
projection

Image plane

Image points formed by intersection of the ray from a point P 
passing through the center of projection O with the image 
plane.

Perspective 
projection



Other imaging principle

Image points  formed by intersection of parallel rays 
with the image plane.

Parallel 
projection



Other imaging principle
Tx Rx

Scan radially / translating Tx-Rx
along a direction.



What is an image?
n Impression of the physical world.
n Spatial distribution of a measurable 

quantity, encoding the geometry and 
material properties of objects.



A few concepts and operations



Image histogram

Normalized Histogram à p(x)
Brightness (x)
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Binarization (Thresholding)
n Separation of foreground from 

background.
n Foreground: Dark pixels (text)
n Background: Bright pixels (white region)

n Pixels in a binarized image set to one of 
the two values (e.g. 255 or 0).
n 255 for background.
n 0 for foreground.



Binarization (Thresholding)
n A simple algorithm

n Choose a threshold value T.
n A pixel greater than T is set to 255 

(background), otherwise to 0 (foreground).



Thresholding

Th=192Th=156

Can you 
automate 
this 
operation?



Bayesian Classification of 
foreground and background pixels

Pixels belonging to two classes:
w1: Foreground
w2: Background

Bayes’ theorem:
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Bayes’ classification rule: 
Assign x to w1 if p(w1|x) > p(w2|x)  else to w2.

To check whether p(w1)p(x|w1) > p(w2) p(x|w2) 

x

p(
x)

p(x|w1) p(x|w2)

Compute p(w1|x) and p(w2|x).



Expectation-Maximization 
Algorithm

Th

1. Compute p(w1) and 
p(w2) from proportional 
areas of each region.2. Compute parameters of 

p(x|w1) by assuming it 
Gaussian.

3. Compute parameters of p(x|w2) 
by assuming it Gaussian.



Expectation-Maximization 
Algorithm
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4. Compute new threshold 
value so that  for x<Th, 
p(w1|x)>p(w2|x), and vice 
versa.

x

5. Iterate till the value of Th
converges. 



Otsu Thresholding
n Choose a threshold value, which maximizes 

between class variance (σ2
B).
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An example

Otsu:157 Bayesian
:157
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Contrast Enhancement:
Pixel mapping

Input pixel (x)
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Dynamic Range

Function is monotonically increasing.
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Histogram Equalization


