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Review of last week

- pdf and cdf for continuous random variables
- percentile, median, mode
- moments of random variables
- expectation
- variance
- skewness, Kurtosis
- Markov's and Chebyshev's inequality
- moment generating function
- special discrete distributions
- Bernoulli and Binomial
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Problems..
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Question Why is it called 'negative' binomial distribution? Note that values of $f(k)$ are successive terms in the binomial expansion of $\left(\frac{1}{p}-\frac{1-p}{p}\right)$
NBIN is called Pascal distributions or binomial waiting-time distributions
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Observation Possion $(\lambda)$ explains arrivals of events e.g. arrival of mobile calls, number of conversations per user, number of transactions of a user in an e-commerce website. Here $\lambda$ determines the rate of arrival.
Properties of $\operatorname{Pois}(\lambda)$
(a) $E(X)=\lambda$
(b) $E\left(X^{2}\right)=\lambda+\lambda^{2}$
(c) $\operatorname{Var}(X)=\lambda$
(d) $M(t)=e^{\lambda\left(e^{t}-1\right)}$

Problems...

