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Bivariate normal distribution

Introduced by Galton and Dickson in 1886.
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Bivariate normal distribution

Introduced by Galton and Dickson in 1886.A continuous bivariate random

variable (X, Y) is said to have the bivariate normal distribution if the joint
pdf is of the form

1
2no1024/1 — p?

where 1, 2 € R, 01,02 € (0,00) and p € (—1,1) are parameters, and

Qo) = 1= [(X ;1‘“)2—% (X ;1/“) (y ;2M2> ! (y;—jzﬂ

f(x,y) = e 2 Q)

Bibhas Adhikari (Autumn 2022-23, IIT Khara Proability and Statistics Lecture 15 October 25, 2022 2/8



Bivariate normal distribution

Introduced by Galton and Dickson in 1886.A continuous bivariate random

variable (X, Y) is said to have the bivariate normal distribution if the joint
pdf is of the form

1
2wo1004/1 — p?

where 1, 2 € R, 01,02 € (0,00) and p € (—1,1) are parameters, and

Qx,y) = - _1p2 [(X ;f“)z -2 (X ;f“) (y ;jz) ! ()/;2#2>2]

Denote:

fx.y) = e 20w)

(X,Y) ~ N(p1, u2, 01,02, p)
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Bivariate normal/Gaussian distribution
Parameters:
@ The surface f(x,y) has the shape of mountain
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https://www.youtube.com/watch?v=BN8ELDmcLFE

Bivariate normal/Gaussian distribution
Parameters:

@ The surface f(x,y) has the shape of mountain
@ The pair (u1, p2) gives the center of the mountain located in the

(x,y) plane
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https://www.youtube.com/watch?v=BN8ELDmcLFE

Bivariate normal/Gaussian distribution
Parameters:
@ The surface f(x,y) has the shape of mountain
@ The pair (u1, p2) gives the center of the mountain located in the
(x,y) plane
© 02 and 02 measure the spread of the mountain in the x-direction and
y-direction respectively
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https://www.youtube.com/watch?v=BN8ELDmcLFE

Bivariate normal/Gaussian distribution
Parameters:
@ The surface f(x,y) has the shape of mountain
@ The pair (u1, p2) gives the center of the mountain located in the
(x,y) plane
© 02 and 02 measure the spread of the mountain in the x-direction and
y-direction respectively
© p determines the shape and orientation
Watch: The link
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Bivariate normal/Gaussian distribution

Observation If we vertically slice the joint pdf of bivariate normal
distribution then we have a univariate normal distribution.
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Bivariate normal/Gaussian distribution

Observation If we vertically slice the joint pdf of bivariate normal

distribution then we have a univariate normal distribution. Thus the
marginal pdfs are also normal.
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Bivariate normal/Gaussian distribution

Observation If we vertically slice the joint pdf of bivariate normal

distribution then we have a univariate normal distribution. Thus the
marginal pdfs are also normal.
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Bivariate normal/Gaussian distribution

Observation If we vertically slice the joint pdf of bivariate normal
distribution then we have a univariate normal distribution. Thus the
marginal pdfs are also normal.

IR

o) = e
N2

fr(y) = L i(%%)
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Bivariate normal/Gaussian distribution

Observation If we vertically slice the joint pdf of bivariate normal
distribution then we have a univariate normal distribution. Thus the

marginal pdfs are also normal.

fx(X)

fy(y)

Remark However the converse need not be true!!
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Bivariate normal/Gaussian distribution
proof of marginal distribution
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Bivariate normal/Gaussian distribution
proof of marginal distribution

o) = 2 | () a0 (7

]
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Bivariate normal/Gaussian distribution
proof of marginal distribution

o = (50 (L) ()
n (y - “2)2]
02

1 x—p y—m) y —p2\’?
= g 2[( —p +(1-p?)
—p 01 02 02

(-2 (v )’
Q-2 3

g1

where a = i1 + pZ(y — pi2).
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Bivariate normal/Gaussian distribution
proof of marginal distribution

o = (50 (L) ()
y— 2\’
()]
- 1_1p2 [(x;lm _p)/;zuz)2+(1_p2) ()’;2#2)2]

(x=aP , y—p)?

(1 - p?)o? o3
where a =y + pZt(y — p2).Hence
[~ _ 1 el e
fY(Y)—/_OOf(XaY)dX—me 2 /_Ooe Tdx
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Bivariate normal/Gaussian distribution

If (X7 Y) NN(,U;X,[LY,O’X,O’Y,[)) then

E(X) = x, E(Y) = iy, Var(X) = 0%, Var(Y) = 0%
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Bivariate normal/Gaussian distribution

If (X7 Y) NN(,U;X,[LY,O’X,O’Y,[)) then

E(X) = x, E(Y) = iy, Var(X) = 0%, Var(Y) = 0%

. .. 10,22 2 42
Correlation coefficient = p, M(s, t) = etxstivttz(oxs*+2poxoysttoyt?)
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Bivariate normal/Gaussian distribution

If (X,Y) ~N(ux,pny,ox,0y,p) then

E(X) = x, E(Y) = iy, Var(X) = 0%, Var(Y) = 0%

. .. 10,22 2 42
Correlation coefficient = p, M(s, t) = etxstivttz(oxs*+2poxoysttoyt?)

Proof X ~ N(ux,0%),Y ~ N(uy,0%). Then
W = sX + tY ~ N(uw,o?,) where

W = Sux + tuy, oYy = s2o% + 2st Uxay+t20y.
© K K w X p
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Bivariate normal/Gaussian distribution

If (X,Y) ~N(ux,pny,ox,0y,p) then

E(X) = x, E(Y) = iy, Var(X) = 0%, Var(Y) = 0%

. .. 10,22 2 42
Correlation coefficient = p, M(s, t) = etxstivttz(oxs*+2poxoysttoyt?)

Proof X ~ N(ux,0%),Y ~ N(uy,0%). Then
W = sX + tY ~ N(uw,o?,) where

W = Sux + tuy, oYy = s2o% + 2st Uny+t2Uy.
H 2 2 w X P

Therefore, the mgf of W is M(7) = e/‘W”'%T%%/V'

Bibhas Adhikari (Autumn 2022-23, IIT Khara Proability and Statistics Lecture 15 October 25, 2022 6/8



Bivariate normal/Gaussian distribution

If (X,Y) ~N(ux,pny,ox,0y,p) then

E(X) = x, E(Y) = iy, Var(X) = 0%, Var(Y) = 0%

. .. 10,22 2 42
Correlation coefficient = p, M(s, t) = etxstivttz(oxs*+2poxoysttoyt?)

Proof X ~ N(ux,0%),Y ~ N(uy,0%). Then
W = sX + tY ~ N(uw,o?,) where

W = Sux + tuy, oYy = s2o% + 2st Uny+t2Uy.
H 2 2 w X P

Therefore, the mgf of W is M(7) = e"WT 2% Then mgf of (X, Y) is

M(s,t) = E(eX+tY) = etwt3oly

eMXS""HY t+ % (ai 52+2paxayst+a$ t2)
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Bivariate normal/Gaussian distribution

Let f(x,y) be the joint pdf of (X, Y). Then conditional density of Y given

X =xis ( )2
1 -3 ==
fi x) = e “\oyVi=p?
Y|X(Y| ) oy /27(1 = )
where

oy
b=py +p—(x - px).
ox
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Bivariate normal/Gaussian distribution

Let f(x,y) be the joint pdf of (X, Y). Then conditional density of Y given
X =xis

fyix( = ! _%(OY%)2
Y| X y|X) O'Y\/me
where oy
b=py + pa(x — px)-
Similarly, .
1 1 x—c
leY(le) - oxy/2m(1l — ,02)e 2 (UXM)
where

ox
c=px +p;(y — fy)
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Bivariate normal/Gaussian distribution
If (X, Y) NN(/J)(,My,O’x,O’y,p) then

gy
E(Y|x) = py + p—(x — px)
ox
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Bivariate normal/Gaussian distribution
If (X, Y) NN(/Lx,/Ly,O’x,O’y,p) then
gy
E(Y|x) = py + p—(x — px)
ox

o
E(Xly) = px + p==(y — py)
oy
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Bivariate normal/Gaussian distribution

If (X, Y) NN(/Lx,/Ly,O’x,O’y,p) then

gy
E(Y|x) = py + p—(x — px)
ox

o
E(Xly) = px + p==(y — py)
oy
Var(Y|x) = o3(1 - p°)
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Bivariate normal/Gaussian distribution

If (X, Y) NN(/Lx,/Ly,O’x,O’y,p) then

gy
E(Y|x) = py + p—(x — px)
ox

o
E(Xly) = px + p==(y — py)
oy

Var(Y|x) = 0% (1 - p?)
Var(X|y) = o%(1 - p?)
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Bivariate normal/Gaussian distribution

If (X,Y) ~N(ux, uy,ox,0y,p) then
Oy
E(YIx) = py + p—(x — px)
ox
[0
E(X|y) = px + p=(y — py)
oy

Var(Y|x) = 0% (1 - p?)
Var(X|y) = o%(1 - p?)

Interesting result (Cramer, 1941)

Two random variables X and Y have a joint bivariate normal distribution
if and only if every linear combination of X and Y has univariate normal

distribution
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