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Joint distributions

Joint expectation

Let X, Y be random variables. Then the joint expectation of the pair is
defined as

doyeay 2uxeay XY f(x,y) if X, Y are discrete
E(XY) =

fyer fxEQx xy f(x,y) dx dy if X, Y are continuous
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Joint distributions

Joint expectation

Let X, Y be random variables. Then the joint expectation of the pair is
defined as

doyeay 2uxeay XY f(x,y) if X, Y are discrete
E(XY) =

fyer fxEQx xy f(x,y) dx dy if X, Y are continuous

Question Why is the joint expectation defined as the product random

variable instead of addition (E(X + Y)) or difference (E(X — Y)) or
quotient (E(X/Y))?
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Joint distributions

Suppose X and Y are discrete random variables with range spaces
Qx ={x1,...,xn} and Qy = {y1,...,yn}.
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Joint distributions

Suppose X and Y are discrete random variables with range spaces
Qx ={x1,...,xp} and Qy = {y1,..., yn}. Now define the vectors

X = [Xl""7Xn]T7 y: [yl""’.yn]T'
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Joint distributions

Suppose X and Y are discrete random variables with range spaces

Qx ={x1,...,xp} and Qy = {y1,..., yn}. Now define the vectors

X = [Xl""7Xn]T7 y = [yl""’.yn]T'

Then define the pmf matrix as

f(Xl’yl) f(X17y2) f(Xlayn)
p_ flx2, 1) f(x2¥2) f(x2, yn)
f(Xna.yl) f(meZ) f(Xm.yn)
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Joint distributions

Suppose X and Y are discrete random variables with range spaces

Qx = {x1,...,%xa} and Qy = {y1,...,¥n}. Now define the vectors

X = [X].""7Xn]T7 y = [yl""’.yn]T'

Then define the pmf matrix as

f(Xl’yl) f(X17y2) f(Xlayn)
p— f(X27Y1) f(X27Y2) f(X27)/n)
f(Xna)/1) f(XmYZ) s f(Xm)/n)

Then
E(XY)=x"Py,

the weighted inner (scalar) product of x and y.
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Joint distributions

For example, if Qx = {1,...,n} = Qy with

1, _
flxy) = {g;ﬁyy

then

P= ll, E(XY) = ley
n

n
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Joint distributions
Recall that the cosine angle between x and y is defined as

XT_y

cosf = ————
[ ] {] ]

where [[x]| = /371 %7 and [ly[| = /321, v7
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Joint distributions

Recall that the cosine angle between x and y is defined as
xTy

1[Iyl

where [|x|| = />°7 x,.2 and [ly|l = />0 y,?.

Geometry of expectation: geometry defined by the weighted inner product
and weighted norm

cosf =

}/
where
x"Py E(XY)
x|yl /E(X2) VE(Y?)
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Joint distribution

In the above,
E(X?) = x"Pxx=|x|p,
E(Y?) = y " Pyy=|yl3,
where
p(Xl) 0 p(yl) 0
0 p(xn) 0 p(Yn)
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Joint distribution

In the above,

E(X?) = x"Pxx=|x|p,

E(Y?) = y Pyy=llyl3,
where

p(Xl) 0 p(yl) 0
0 oo p(xn) 0 oo Pp(yn)
Obviously,
E(XY)

1<
T VEX?) VE(Y?) T

due to Cauchy-Schwarz inequality:

(E(XY))* < E(X*)E(Y?)
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Joint distributions

Conclusion E(XY') can be interpreted as a measure of correlation between
x and y
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Joint distributions

Conclusion E(XY') can be interpreted as a measure of correlation between
x and y

Covariance

Let X, Y be random variables with means px, py respectively. Then

Cov(X, Y) = E((X — pux)(Y — py))
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Joint distributions

Conclusion E(XY') can be interpreted as a measure of correlation between
x and y

Covariance
Let X, Y be random variables with means px, py respectively. Then
Cov(X, Y) = E((X — ux)(Y — py))

Note: If X =Y then Cov(X, Y) = Var(X). Hence, covariance is a
generalization of variance.
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Joint distributions

Conclusion E(XY') can be interpreted as a measure of correlation between
x and y

Covariance

Let X, Y be random variables with means px, py respectively. Then

Cov(X, Y) = E((X — pux)(Y — py))

Note: If X =Y then Cov(X, Y) = Var(X). Hence, covariance is a
generalization of variance.
Observations:

@ Cov(X,Y) = E(XY)— E(X)E(Y)
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Joint distributions

Conclusion E(XY') can be interpreted as a measure of correlation between
x and y

Covariance

Let X, Y be random variables with means px, py respectively. Then

Cov(X, Y) = E((X — pux)(Y — py))

Note: If X =Y then Cov(X, Y) = Var(X). Hence, covariance is a
generalization of variance.
Observations:

@ Cov(X,Y) = E(XY)— E(X)E(Y)
@ Var(X + Y) = Var(X) + 2Cov(X, Y) + Var(Y)
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Joint distributions

Conclusion E(XY') can be interpreted as a measure of correlation between
x and y

Covariance

Let X, Y be random variables with means px, py respectively. Then

Cov(X, Y) = E((X — pux)(Y — py))

Note: If X =Y then Cov(X, Y) = Var(X). Hence, covariance is a
generalization of variance.
Observations:

@ Cov(X,Y) = E(XY)— E(X)E(Y)
@ Var(X + Y) = Var(X) + 2Cov(X, Y) + Var(Y)
© Var(aX + bY) = a?Var(X) + b?Var(Y) + 2abCov(X, Y)

Bibhas Adhikari (Autumn 2022-23, IIT Khara Proability and Statistics Lecture 12 October 11, 2022 7/18



Joint distributions

Conclusion E(XY') can be interpreted as a measure of correlation between
x and y

Covariance

Let X, Y be random variables with means px, py respectively. Then

Cov(X, Y) = E((X — pux)(Y — py))

Note: If X =Y then Cov(X, Y) = Var(X). Hence, covariance is a
generalization of variance.
Observations:

@ Cov(X,Y) = E(XY)— E(X)E(Y)

@ Var(X + Y) = Var(X) + 2Cov(X, Y) + Var(Y)

© Var(aX + bY) = a?Var(X) + b?Var(Y) + 2abCov(X, Y)
Q@ Cov(aX + b,cY + d) = ac Cov(X, Y)
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Joint distributions

Correlation coefficient
Let X, Y be random variables. Then the correlation coefficient is defined

by
Cov(X,Y)  Cov(X,Y)

v/ Var(x)Var(Y) oXOy
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Joint distributions

Correlation coefficient

Let X, Y be random variables. Then the correlation coefficient is defined
by
Cov(X,Y)  Cov(X,Y)

v/ Var(x)Var(Y) oXOy

Observations:
QO -1<p<1
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Joint distributions

Correlation coefficient

Let X, Y be random variables. Then the correlation coefficient is defined
by
Cov(X,Y)  Cov(X,Y)

v/ Var(x)Var(Y) oXOy

Observations:
QO -1<p<1
Q if X = Y i.e. fully correlated then p =1
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Joint distributions

Correlation coefficient

Let X, Y be random variables. Then the correlation coefficient is defined
by
Cov(X,Y)  Cov(X,Y)

v/ Var(x)Var(Y) oXOy

Observations:
QO -1<p<1
Q if X = Y i.e. fully correlated then p =1
@ if X = —Y i.e. negatively correlated then = —1
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Joint distributions

Correlation coefficient

Let X, Y be random variables. Then the correlation coefficient is defined
by
Cov(X,Y)  Cov(X,Y)

r= v/ Var(x)Var(Y) oXOy

Observations:

-1<p<1

if X =Y i.e. fully correlated then p =1

if X = —Y i.e. negatively correlated then = —1

©0 00

if X and Y are uncorrelated then p =0
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Joint distributions

Correlation coefficient
Let X, Y be random variables. Then the correlation coefficient is defined

by
Cov(X,Y)  Cov(X,Y)

r= V/ Var(x)Var(Y) oXOy

Observations:

-1<p<1

if X =Y i.e. fully correlated then p=1

if X = —Y i.e. negatively correlated then = —1
if X and Y are uncorrelated then p =0

if X and Y are independent then E(XY) = E(X)E(Y) and hence
Cov(X, Y) =0 and Var(XY) = Var(X)Var(Y)

00000
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Joint distributions

Interesting result Let X* = X—_XM and Y* = Yooy

o oy
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Joint distributions

Interesting result Let X* = X—;M and Y* = Y=EY Then
X oy

*

_ Cov(X*,Y*)  Cov(X,Y) )

OxX*OYy+* OxX0y
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Joint distributions

Interesting result Let X* = X—_LXX and Y* = Y—;f—" Then

g

. Cov(X*,Y*)  Cov(X,Y)
P a OxX*OYy+* a OxXO0y

Remark Independent random variables means Cov(X, Y) =0 i.e.
uncorrelated random variable, however the converse need not be true.
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Joint distributions

Interesting result Let X* = X;i)’(‘x and Y* = Y2BY Then

oy

«  Cov(X*,Y*)  Cov(X,Y)

a OxX*OYy+* oxXoy
Remark Independent random variables means Cov(X, Y) =0 i.e.
uncorrelated random variable, however the converse need not be true.
Counterexample Let Z be a random variable with Q7 = {0,1,2,3} and
pmf f(z) = %, z € Q7. Now define
s

Z.
2

X:cong, Y =sin

Then check that Cov(X, Y) = 0 but f(x,y) # fx(x)fy(y). (Homework)
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Joint distributions

Joint Moment Generating Function

Let X, Y be random variables with joint pdf f(x,y). Then the real values
function
M(s,t) = E(eSX‘HY)
is called the joint mgf of X and Y/, if it exists in some interval
(55 t) € [_ha h] X [_k7 k]
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Joint distributions

Joint Moment Generating Function

Let X, Y be random variables with joint pdf f(x,y). Then the real values
function

M(s,t) = E(eSX‘HY)

is called the joint mgf of X and Y/, if it exists in some interval
(55 t) € [_ha h] X [_k7 k]

Observations
Q@ M(s,0) = E(eSX)
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Joint distributions

Joint Moment Generating Function

Let X, Y be random variables with joint pdf f(x,y). Then the real values
function

M(s,t) = E(eSX‘HY)

is called the joint mgf of X and Y/, if it exists in some interval
(55 t) € [_ha h] X [_k7 k]

Observations
Q@ M(s,0) = E(eSX)
Q@ M(0,t) = E(e?)
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Joint distributions

Joint Moment Generating Function

Let X, Y be random variables with joint pdf f(x,y). Then the real values
function

M(s,t) = E(eSX‘HY)

is called the joint mgf of X and Y/, if it exists in some interval
(55 t) € [_ha h] X [_k7 k]

Observations
@ M(s,0) = E(eX)
Q@ M(0,t) = E(e?)

@ E(xk)= ZMGO| | p(yky— EMsn) oy 103..

s 1(0,0)’ 9t (0,0)’
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Joint distributions

Joint Moment Generating Function

Let X, Y be random variables with joint pdf f(x,y). Then the real values

function

M(s,t) = E(eSX‘HY)

is called the joint mgf of X and Y/, if it exists in some interval

(s,t) € [—h, h] x [k, k]

Observations
@ M(s,0) = E(eX)
Q@ M(0,t) = E(e?)

© £(x) = P

(0,0)

Q E(XY)= 82%55)

(0,0)
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Joint distributions

Joint Moment Generating Function

Let X, Y be random variables with joint pdf f(x,y). Then the real values
function

M(s,t) = E(eSX‘HY)

is called the joint mgf of X and Y/, if it exists in some interval
(55 t) € [_ha h] X [_k7 k]

Observations
@ M(s,0) = E(eX)
Q@ M(0,t) = E(e?)

e E(Xk) — akM(S,t)

oo E(Yk)= 2M=0| =123 ..

ot 1(0,0)

(0,0)

Q@ E(XY)= 82%5;5)

(0,0)
@ if X, Y are independent then M,xpy(t) = Mx(at) + My (bt)
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Joint distributions

Conditional pmf/pdf
Let X and Y be discrete random variables. Then the conditional pmf of X

given Y is
f(x,y)
fxiy(xly) =
X|Y( |y) fy(y)
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Joint distributions

Conditional pmf/pdf
Let X and Y be discrete random variables. Then the conditional pmf of X

given Y is
f(x,y)
fxiy(xly) =
X|Y( |y) fY(}/)

Question What is the interpretation behind this definition!
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Bibhas Adhikari (Autumn 2022-23, IIT Khara

Joint distributions
Conditional pmf/pdf
Let X and Y be discrete random variables. Then the conditional pmf of X
given Y is
f(x,y)
fr(y)

Question What is the interpretation behind this definition!

fx v (x|y) =

Probability of an (conditional) event

Let X, Y be discrete and A be an event. Then

P(X €AY =y) =) fy(xly)

xEA
and
PXeA) = > fyxInfr(y)= > PX €AY =y)fyr(y)
XEA yEQy y€EQy

4
Lecture 12 October 11, 2022 11/18
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Joint distributions

Probability of conditional event
let X,Y be continuous r.v. and A be an event. Then

P(XEAY =) = /A fjy (xly)dx

and

P(X € A) = /Q P(X € AlY = y)fy(y)dy
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Joint distributions

Probability of conditional event

let X,Y be continuous r.v. and A be an event. Then

P(XEAY =) = /A Fijy (x]y) dx

and

P(X € A) = /Q P(X € AlY = y)fy(y)dy

Conditional cdf
Let X, Y be rvs. Then

> w<x Ixy (X'|y) if X, Y are discrete

Fxiy(xly) = P(X <x|Y =y) =

X f l7 d ’ . )
f‘“}y(+)x if X, Y are continuous

™ = — = Rl
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Joint distributions

Conditional expectation

The conditional expectation of X given Y =y is
E(XIY =y) =) xfxv(xly)

for discrete random variables, and

o

x fx|y (x]y) dx

EXIY =y) = [

for continuous random variables
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Joint distributions

Conditional expectation
The conditional expectation of X given Y =y is

E(XY =y) = xfxy(xly)

for discrete random variables, and

o0

x fx|y (x]y) dx

EXIY =y) = [

for continuous random variables

The law of total expectation

o0

E(X) = > EXIY =y)pvly) or E0) = [ EXIY =) )y

y — 0o
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Joint distributions
Proof:

00 = Yte) = X (S rte)
= > xbqy(xIy)fr(y)

= > <Z SfX|Y(X|)’)> fy(y)

= Y EX|Y =y)fr(y)
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Joint distributions
Proof:

E(X)

¥t = X ()
= Z ZXfxw(XD/)fY(Y)

= Z <Z SfX|Y(X|)’)> fy (y)
= Y EX|Y =y)fr(y)
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Joint distributions

Note

@ The mean of a random variable X is a deterministic number.
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Joint distributions

Note

@ The mean of a random variable X is a deterministic number.

@ The conditional mean of X given Y =y, that is, E(X|y), is a
function h(y) of y.
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Joint distributions

Note
@ The mean of a random variable X is a deterministic number.

@ The conditional mean of X given Y =y, that is, E(X|y), is a
function h(y) of y.

© Form the function h(Y'), which is a random variable
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Joint distributions

Note
@ The mean of a random variable X is a deterministic number.

@ The conditional mean of X given Y =y, that is, E(X|y), is a
function h(y) of y.

© Form the function h(Y'), which is a random variable

Thus:
E(X) = Ey(Ex|y(X|Y))
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Joint distributions

Note
@ The mean of a random variable X is a deterministic number.

@ The conditional mean of X given Y =y, that is, E(X|y), is a
function h(y) of y.

© Form the function h(Y'), which is a random variable

Thus:
E(X) = Ey(Ex|y(X|Y))

Proof.

E(X) = EXIY =y)fr(y Zh(y)fy = E(h(Y)) = E(E(X]Y))
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Joint distributions

Note

@ The mean of a random variable X is a deterministic number.

@ The conditional mean of X given Y =y, that is, E(X|y), is a
function h(y) of y.

© Form the function h(Y'), which is a random variable
Thus:

E(X) = Ey(Ex|y(X|Y))
Proof.
E(X) =Y EX|Y =y)fr(y) =D _h(y)fr(y) = E(h(Y)) = E(E(X|Y))

Remark All the above results can be obtained when X = x is given and Y
is free
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Joint distributions

A special result Let X and Y be random variables with mean px and py,

and standard deviation ox and oy, respectively. If conditional expectation
of Y given X = x is linear in x, then

g
E(YIX = x) = py + p—(x — pix).
ax
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Joint distributions

A special result Let X and Y be random variables with mean px and py,

and standard deviation ox and oy, respectively. If conditional expectation
of Y given X = x is linear in x, then

g
E(YIX = x) = py + p—(x — pix).
ax

Proof. Assume that X and Y are continuous. Let E(Y|X = x) = ax + b.
Thus

/ yiyix(ylx) = ax+b
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Joint distributions

A special result Let X and Y be random variables with mean px and py,

and standard deviation ox and oy, respectively. If conditional expectation
of Y given X = x is linear in x, then

g
E(YIX = x) = py + p—(x — pix).
ax

Proof. Assume that X and Y are continuous. Let E(Y|X = x) = ax + b.
Thus

/ Yfyix(y|x) = ax+ b
:>/ ,y) =ax+b
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Joint distributions

A special result Let X and Y be random variables with mean px and py,

and standard deviation ox and oy, respectively. If conditional expectation
of Y given X = x is linear in x, then

g
E(Y|X =x) = py + p—(x — pix).
ox

Proof. Assume that X and Y are continuous. Let E(Y|X = x) = ax + b.
Thus

/ Yfyix(y|x) = ax+ b
:>/ ,y) =ax+b

:>/ yf(x,y)dy = (ax + b)fx(x)

:,/ / V(% y) dydx—/_ (ax + b)f(x)dx
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Joint distributions
Thus it follows that
py = apx + b.
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Joint distributions
Thus it follows that

py = apx + b.
Further,

/ / xyf (x, y)dydx—/ (ax? 4 bx)fx(x)dx

= E(XY) = aE(X?) + bux.
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Joint distributions
Thus it follows that

py = apx + b.
Further,
/ / xyf (x, y)dydx —/ (ax? 4 bx)fx(x)dx
= E(XY) = aE(X?) + bux.
Therefore,
E(XY) — pxpy
a = 2
X
_ Cov(X,Y) _ Cov(X,Y)oy
o OX0X  OX
= v
=
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Joint distributions
Thus it follows that

py = apx + b.
Further,
/ / xyf (x, y)dydx —/ (ax? 4 bx)fx(x)dx
= E(XY) = aE(X?) + bux.
Therefore,
E(XY) — pxpy
a = 2
X
_ Cov(X,Y) _ Cov(X,Y)oy
o OX0X  OX
= v
=

Similarly, b = py — pZ-ux
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Joint distributions

Conditional variance

Let X, Y be random variables with joint pdf f(x,y). Let fy|x(y[x) be the
conditional density of Y given X = x. Then the conditional variance of Y
given X = x is defined as

Var(Y|X = x) = E(Y?|X = x) — (E(Y|X = x))?
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conditional density of Y given X = x. Then the conditional variance of Y
given X = x is defined as

Var(Y|X = x) = E(Y?|X = x) — (E(Y|X = x))?

v

An interesting result If X, Y are random variables with mean ux, py, and
standard deviation ox, oy respectively then

Ex(Var(Y|X)) = (1 — p?)Var(Y)
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