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Joint distributions

[J A single variable X is described by a one-variable pdf f(x)
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Joint distributions

[J A single variable X is described by a one-variable pdf f(x)

[J A pair of random variables (X, Y) is described by a two-variable pdf
f(x,y)
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Joint distributions

Let X and Y be two random variables with sample spaces 2x and Qy

respectively.
Then the joint random variable is given by (X, Y): Qx xQ, = R xR

Joint pmf for pair of discrete rvs

Let X and Y be two discrete random variables. The joint pmf of (X, Y) is
defined as

f(x,y)=P(X=xandY =y) = P((w,n) : X(w) =xand Y({) = y)
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Joint distributions

Let X be a random variable for a coin toss and Y be draw of a die. The
sample space is Qx x Qy = {(w,n) 1w € {0,1},n € {1,2,3,4,5,6}}.
Then

1
f(X’y):E7(X7y)€S

is a pmf corresponding to (X, Y).
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Joint distributions

Let X be a random variable for a coin toss and Y be draw of a die. The
sample space is Qx x Qy = {(w,n) 1w € {0,1},n € {1,2,3,4,5,6}}.
Then

1
f(X’y):ﬁ7(X7y)€S

is a pmf corresponding to (X, Y).
Questions
Q Let A={(x,y):x+y =3} Then P(A) =7
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Joint distributions

Let X be a random variable for a coin toss and Y be draw of a die. The
sample space is Qx x Qy = {(w,n) 1w € {0,1},n € {1,2,3,4,5,6}}.
Then

1
f(X7y):E7(X7y)€5

is a pmf corresponding to (X, Y).
Questions
Q Let A={(x,y):x+y =3} Then P(A) =7
@ Let B={(x,y) : min{x,y} =1}. Then P(B) =7
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Joint distributions
Joint pdf for continuous rvs

Let X, Y be continuous rvs with sample spaces Qx, Qy respectively. Then
joint pdf of (X, Y) is a function f(x,y) such that

P(A):/Af(x,y)dxdy

for any event A C Qx x Qy.
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Joint distributions
Joint pdf for continuous rvs

Let X, Y be continuous rvs with sample spaces Qx, Qy respectively. Then
joint pdf of (X, Y) is a function f(x,y) such that

P(A):/Af(x,y)dxdy

for any event A C Qx x Qy.

For example, if A = [a, b] X [c, d] then

d rb
P(A)=P(a< X < b,c< Ygd):/ / f(x, y)dxdy
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Joint distributions
Joint pdf for continuous rvs

Let X, Y be continuous rvs with sample spaces Qx, Qy respectively. Then
joint pdf of (X, Y) is a function f(x,y) such that

P(A):/Af(x,y)dxdy

for any event A C Qx x Qy.

For example, if A = [a, b] X [c, d] then

d rb
P(A)=P(a< X < b,c< Ygd):/ / f(x, y)dxdy

A
dy J. ____@\,(m)
dr.
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Joint distributions

Let (X, Y) be a joint random variable with uniform distribution on
[0,2] x [0,2]. Then find P(A) if A= {(x,y) : x+y < 2}.
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Joint distributions

Let (X, Y) be a joint random variable with uniform distribution on
[0,2] x [0,2]. Then find P(A) if A= {(x,y) : x+y < 2}.

P(A) = / f(x,y)dxdy

2y1
= // —dxdy

l\.)
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Joint distributions

Normalization property Let Q = Qx x Qy. All joint pmfs and pdfs satisfy

Z f(X7Y):10r/f(x,y)dxdy=1.

(x,y)eQ

Q
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Joint distributions

Normalization property Let Q = Qx x Qy. All joint pmfs and pdfs satisfy
Z f(x,y)=1or / f(x,y)dxdy = 1.
(x.y)EQ Q@

Problem Find the value of k for which

F(x,y) keT7%eV 0<y < x< o0
X7 - .
Y 0 otherwise

is a joint pdf.
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Joint distributions

Marginal pmf and pdf
The marginal pmf is defined by

)= 3 Fxy) ) = 3 flxy)

yEQyY xEQx

and the marginal pdf is defined as

fx(X)=/€Q f(x,y)dy, fv(y)=/EQ f(x,y)dx
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Joint distributions

Marginal pmf and pdf
The marginal pmf is defined by

fx(x) = foy) fy(y foy

yEQyY xEQx

and the marginal pdf is defined as

fx(X)=/€Q f(x,y)dy, fv(y)=/EQ f(x,y)dx

Joint Gaussian/normal random variable

A joint Gaussioan random variable (X, Y) has a joint pdf given by

exp {_(X )+ - uv)z}

202

f(Xay):

2102
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Joint distributions

Marginal pdfs of Gaussian:

Kb = [ fxndy

—00
_ /°° L o] om0 —py)?
oo 202 202

1 (X—,LL)()2 o 1 (y_#Y)z
- V2mo? &P {_ 202 /—oo 2102 =P 202 a
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Joint distributions

Marginal pdfs of Gaussian:

Kb = [ fxndy

1 (x = x)* + (v — py)?
B /_oo 271o? exp{ 202
1 (x — px)? /°° 1 (y — py)?
- - BT RX) VY TRY) Ly
W“p{ 22 [ JowVamr T 202 |
Thus
_ 1 (x = px)?
fX(X) - \/ﬁexp{ T
_ 1 (y — py)?
fY(y) - Wexp{ 20_2
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Joint distributions

From the above derivation, note that

f(x,y) = tx(x)fy(y)
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Joint distributions

From the above derivation, note that

f(x,y) = tx(x)fy(y)

Independent random variables

Random variables X and Y are independent if and only if

f(x,y) = fx(x)fy(y)
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Joint distributions

From the above derivation, note that

f(x,y) = tx(x)fy(y)

Independent random variables

Random variables X and Y are independent if and only if

f(x,y) = fx(x)fy(y)

QuestionHow to justify this definition?
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Joint distributions

From the above derivation, note that

f(x,y) = tx(x)fy(y)

Independent random variables
Random variables X and Y are independent if and only if

f(x,y) = fx(x)fy(y)

QuestionHow to justify this definition?

Sequence of independent random variables
A sequence of random variables X7, Xp, ..., X, is independent if and only if

f(x1, X2, ..., Xxn) = fx,(x1)fx,(x2) . .. fx, (Xn)
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Joint distributions

Terminology If n random variables are independent and have the same

distribution, then the random variables are called independent and
identically distributed (iid) random variables.
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Joint distributions

Terminology If n random variables are independent and have the same
distribution, then the random variables are called independent and
identically distributed (iid) random variables.

Joint cdf
Let X and Y be random variables. The joint cdf of X and Y is defined as

F(x,y)=P(X<xNnY <y).
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Joint distributions

Terminology If n random variables are independent and have the same
distribution, then the random variables are called independent and
identically distributed (iid) random variables.

Joint cdf
Let X and Y be random variables. The joint cdf of X and Y is defined as

F(x,y)=P(X<xNnY <y).

Obviously.

Fiay) =YY f(x.y)

¥/ <y x'<x
if X and Y are discrete, and

F(x,y) = /_};O/_; f(x,y)dxdy
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Joint distributions

Observations
© If X and Y are independent then

F(x,y) = Fx(x)Fy(y)
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Joint distributions

Observations
© If X and Y are independent then

F(x,y) = Fx(x)Fy(y)

@ Let X and Y are iid with pdf Unif(0, 1). Then

F(x,y)=xy
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Joint distributions

Observations
© If X and Y are independent then

F(x,y) = Fx(x)Fy(y)

@ Let X and Y are iid with pdf Unif(0, 1). Then

F(x,y) =xy
© If X and Y are iid with pdf A'(u, 02) then
Fooy) =0 (21 ) o (Y1)
o o
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Joint distributions

Observations
Q F(x,—o0)=0
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Joint distributions

Observations
Q F(x,—o0) =

0
0
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Joint distributions

Observations
Q F(x,—00)=0
Q@ F(—o0,y)=0
Q@ F(—o0,—x)=0
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Joint distributions

Observations
Q F(x,—o0) =0
F(—o00,y) =
F(—o0, - ) =0
F (oo )

Bibhas Adhikari (Autumn 2022-23, IIT Khara Proability and Statistics



Bibhas Adhikari (Autumn 2022-23, IIT Khara

Joint distributions

Observations
Q F(x,—o0) =0
F(—o00,y) =
F(—o0, - ) =0
F (oo )

Marginal cdf
The marginal cdfs are

Fx(X) =

F(X7OO)7 FY(y) =

F(oo,y)

Proability and Statistics
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Joint distributions

Question How to obtain joint pdf from joint cdf?

2 9?2
f(Xy}/):WF(X,)/):aX—ayF(X,)/) J
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Joint distributions

Question How to obtain joint pdf from joint cdf?

2 9?2
f(XJ/):WF(X,}/):aX—@/F(X,}/) J

Example Let X and Y be random variables with joint cdf

Fixoy)=(1—e™)(1-e™),x>0y>0

Then
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Joint distributions

Question How to obtain joint pdf from joint cdf?

2 9?2
f(XJ/):WF(X,}/):aX—@/F(X,}/) J

Example Let X and Y be random variables with joint cdf
Fxy)=(1—e™)(1-e™V)x20y>0

Then

f(x,y) = Ne eV
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Joint distributions

Joint expectation

Let X, Y be random variables. Then the joint expectation of the pair is
defined as

doyeay 2uxeay XY f(x,y) if X, Y are discrete
E(XY) =

fyer fxEQx xy f(x,y) dx dy if X, Y are continuous
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Joint distributions

Joint expectation

Let X, Y be random variables. Then the joint expectation of the pair is
defined as

doyeay 2uxeay XY f(x,y) if X, Y are discrete
E(XY) =

fyer fxEQx xy f(x,y) dx dy if X, Y are continuous

Question Why is the joint expectation defined as the product random

variable instead of addition (E(X + Y)) or difference (E(X — Y)) or
quotient (E(X/Y))?
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Joint distributions

Suppose X and Y are discrete random variables with range spaces
Qx ={x1,...,xn} and Qy = {y1,...,yn}.
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Joint distributions

Suppose X and Y are discrete random variables with range spaces
Qx ={x1,...,xp} and Qy = {y1,..., yn}. Now define the vectors

X = [Xl""7Xn]T7 y: [yl""’.yn]T'
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Joint distributions

Suppose X and Y are discrete random variables with range spaces

Qx ={x1,...,xp} and Qy = {y1,..., yn}. Now define the vectors

X = [Xl""7Xn]T7 y = [yl""’.yn]T'

Then define the pmf matrix as

f(Xl’yl) f(X17y2) f(Xlayn)
p_ flx2, 1) f(x2¥2) f(x2, yn)
f(Xna.yl) f(meZ) f(Xm.yn)
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Joint distributions

Suppose X and Y are discrete random variables with range spaces

Qx = {x1,...,%xa} and Qy = {y1,...,¥n}. Now define the vectors

X = [X].""7Xn]T7 y = [yl""’.yn]T'

Then define the pmf matrix as

f(Xl’yl) f(X17y2) f(Xlayn)
p— f(X27Y1) f(X27Y2) f(X27)/n)
f(Xna)/1) f(XmYZ) s f(Xm)/n)

Then
E(XY)=x"Py,

the weighted inner (scalar) product of x and y.
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Joint distributions

For example, if Qx = {1,...,n} = Qy with

1, _
flxy) = {g;ﬁyy

then

P= ll, E(XY) = ley
n

n
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Joint distributions
Recall that the cosine angle between x and y is defined as

XT_y

cosf = ————
[ ] {] ]

where [[x]| = /371 %7 and [ly[| = /321, v7
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Joint distributions

Recall that the cosine angle between x and y is defined as
xTy

1[Iyl

where [|x|| = />°7 x,.2 and [ly|l = />0 y,?.

Geometry of expectation: geometry defined by the weighted inner product
and weighted norm

cosf =

cosé

Y

where
x"Py E(XY)
Ixllex lylley — VE(X2)/E(Y?)
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Joint distribution

In the above,
E(X?) = x"Pxx=|x|p,
E(Y?) = y " Pyy=|yl3,
where
p(Xl) 0 p(yl) 0
0 p(xn) 0 p(Yn)
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Joint distribution

In the above,

E(X?) = x"Pxx=|x|p,

E(Y?) = y Pyy=llyl3,
where

p(Xl) 0 p(yl) 0
0 oo p(xn) 0 oo Pp(yn)
Obviously,
E(XY)

1<
T VEX?) VE(Y?) T

due to Cauchy-Schwarz inequality:

(E(XY))* < E(X*)E(Y?)
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