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Kullback Leibler (KL) divergence

Also known as relative entropy is a measure of how different two
distributions are.
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Kullback Leibler (KL) divergence

Also known as relative entropy is a measure of how different two
distributions are.

Definition Let P and and @ be be two distributions on a sample space X.
The KL-divergence between P and Q is defined as:

D(P|Q) = > p(x)log <P<X>>

XEX m
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Kullback Leibler (KL) divergence
Also known as relative entropy is a measure of how different two
distributions are.

Definition Let P and and @ be be two distributions on a sample space X.
The KL-divergence between P and @ is defined as:

D(P|Q) = > p(x)log <P<X>>

XEX m

Example Suppose X = {a, b, c} with p(x) = %, x € X and q(a)
q(b) = %, q(c) = 0. Then
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Kullback Leibler (KL) divergence

Also known as relative entropy is a measure of how different two
distributions are.

Definition Let P and and @ be be two distributions on a sample space X.
The KL-divergence between P and @ is defined as:

D(P|Q) = > p(x)log <P<X>>

XEX m

Example Suppose X = {a, b, c} with p(x) = %, x € X and g(a) = 1,
q(b) = %, q(c) = 0. Then

2 2
D(P|Q) = glogg—i-oo:oo
3 3
D(Q|P) = Iog§+O:Iog2

Lecture 6 January 23, 2023 2/6



KL divergence
— D(P||Q) and D(Q||P) are necessarily equal
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KL divergence

— D(P||Q) and D(Q||P) are necessarily equal
— D(P||Q) may be infinite
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KL divergence
— D(P||Q) and D(QJ|P) are necessarily equal
— D(P||Q) may be infinite
— Let Supp(P) = {x : p(x) > 0}. Then we must have
Supp(P) € Supp(Q) if D(P||Q) < o0
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KL divergence
— D(P||Q) and D(QJ|P) are necessarily equal
— D(P||Q) may be infinite
— Let Supp(P) = {x : p(x) > 0}. Then we must have
Supp(P) € Supp(Q) if D(P||Q) < o0
Even though the KL-divergence is not symmetric, it is often used as a
measure of “dissimilarity” between two distributions
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KL divergence

— D(P||Q) and D(QJ|P) are necessarily equal
— D(P||Q) may be infinite
— Let Supp(P) = {x : p(x) > 0}. Then we must have
Supp(P) € Supp(Q) if D(P||Q) < o0
Even though the KL-divergence is not symmetric, it is often used as a
measure of “dissimilarity” between two distributions

Lemma Let P and @ be distributions on a finite space X . Then
D(P||Q) > 0 with equality if and only if P = Q.
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KL divergence
— D(P||Q) and D(QJ|P) are necessarily equal
— D(P||Q) may be infinite
— Let Supp(P) = {x : p(x) > 0}. Then we must have
Supp(P) € Supp(Q) if D(P||Q) < o0
Even though the KL-divergence is not symmetric, it is often used as a
measure of “dissimilarity” between two distributions

Lemma Let P and @ be distributions on a finite space X . Then
D(P||Q) > 0 with equality if and only if P = Q.

DI =T plog By = S p(x)log 2%

x€Supp(P) q(X)

> —log| Y p(x) - 1)

x€Supp(P) p(X)

= —log > g(x)|=-logl=0

x€Supp(P)
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Kl divergence

Homework When D(P||Q) = 0 implies p(x) = q(x) for all x € Supp(P),
which gives p(x) = q(x) Vx € X

Bibhas Adhikari (Spring 2022-23, IIT Kharag| Information and Coding Theory Lecture 6 January 23, 2023 4/6



Kl divergence

Homework When D(P||Q) = 0 implies p(x) = q(x) for all x € Supp(P),
which gives p(x) = q(x) Vx € X

Chain rule for KL-divergence Let P(X,Y) and Q(X, Y) be two
distributions for a pair of variables X and Y. Then,

D(P(X, Y)IQ(X,Y))

= D(P(X)[Q(X)) + E[D(P(Y|X = x)[|Q(Y[X = x))]
= D(P(X)[[Q(X)) + D(P(Y|X)[Q(YX))
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KL divergence

D(P(X, Y)llQ(X Y))
Zp(x ) log 2L:Y)

(X y)
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KL divergence

D(P(X, V)IQ(X, Y))

= X Xy)
- ZP ) log 225 Y) G y)

= 3" p(x)plylx) log (ﬁ , p(y!x))

a(x) q(y[x)
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KL divergence

D(P(X, V)IQ(X, Y))

= X Xy)
- ZP ) log 225 Y) G y)

= 3" p(x)plylx) log (ﬁ , p(yrx)>

(x) alylx)

— ZP(X)IOg X)Zp)/lx)-|-zp Z ylxlgp(y|)
7 q(y|x)
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KL divergence

D(P(X, Y)[[Q(X, Y))
= > p(x,y)log E x.Y)

= .Y)
_ vl log (| PE) . PUIX
B Z oyl Ig( (x) q(y!X>
= > p( X)Iog(—)z (yIx)+ > p(x) Zpylxlgp(ylxg

= D(P(X)[IQ(X)) + > _ p(x) - D(P(Y[X = x)[|Q(Y|X = x))

X
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KL divergence

D(P(X, V) Q(X,Y))

= Y p(x,y)log ==

Xy

p(x,y)
q(x,y)

— Z (x)p(y|x) log <% p(y|x) >

= > p(x)log

X

= D(P(X)IIQ(X
= D(P(X)IIQ(x)) +

q(y[x)

X)

)+ Zp x) - D(P(Y[X = x)[Q(Y|X = x))

( (YIX)Q(Y[X))
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KL divergence

D(P(X, Y)[IQ(X,Y))

p(x,y)log

= D(P(X)IIQ(X
= D(P(X)[Q(x)) +

gy: q(x,y)

_ Nolvlx p(x) plylx)

= 2 pplkes (50 o)
> plx)tog ’”(Xg RIS WEILULE ”(y:X

)+ Zp %) D(P(YIX = )| Q(YIX = x))
D(P(Y[X)Q(Y X))
Note If P(X,Y) = Pi(X)P2(Y) and Q(X,Y) = Q1(X)Q(Y) then
D(PIIQ) = D(P1| Q) + D(P2]| Qs)

p(x,y)
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Kl divergence

Interpretation of KL divergence in terms of source coding

D(PIQ) =3 _p(x) i =2 p()log (g = >l
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Kl divergence

Interpretation of KL divergence in terms of source coding
p(x)
D(P )| )|
(PlQ) = Zp 0g 272 0 ZP(X %8 Zp

— This can be interpreted as the number of extra bits we use (on
average) if we designed a code according to the distribution P, but
used it to communicate outcomes of a random variable X distributed

according to @
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Kl divergence

Interpretation of KL divergence in terms of source coding

D(P|Q) = Zp ) log i ZP(X log Zp

— This can be interpreted as the number of extra bits we use (on
average) if we designed a code according to the distribution P, but
used it to communicate outcomes of a random variable X distributed
according to @

— The first term in the RHS, which corresponds to the average number
of bits used by the "wrong” encoding, is also referred to as cross
entropy
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