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The idea - Source Coding Theorem
$\triangleright$ Consider $m$ copies of the $\mathrm{rv} X, X_{1}, \ldots, X_{m}$ and a code $C: \mathcal{X}^{m} \rightarrow\{0,1\}^{*}$
$\triangleright$ Let $|\mathcal{X}|^{m}=N$
$\triangleright$ We know that

$$
\mathbb{E}\left[\left|C\left(X_{1}, \ldots, X_{m}\right)\right|\right] \leq \sum_{i=1}^{N} p_{i}\left\lceil\log \frac{1}{p_{i}}\right\rceil \leq H\left(X_{1}, \ldots, X_{m}\right)+1
$$

$\triangleright$ Assume that $m$ copies of $X$ are iid
$\triangleright$ Then
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Thus we have

$$
\mathbb{E}\left[\left|C\left(X_{1}, \ldots, X_{m}\right)\right|\right] \leq m \cdot H(X)+1
$$

Thus we conclude that we can use $H(X)+\frac{1}{m}$ bits on average per copy of $X$

Theorem (Fundamental Source Coding Theorem (Shannon)). For any $\epsilon>0$ there exists a $n_{0}$ such that for all $n \geq n_{0}$ and given $n$ copies of $X$, $X_{1}, \ldots, X_{n}$ sampled i.i.d., it is possible to communicate ( $X_{1}, \ldots, X_{n}$ ) using at most $H(X)+\epsilon$ bits per copy on average.

