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For any alphabet $\Sigma$, replace $2^{l_{i}}$ by $|\Sigma|^{l_{i}}$.
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now we want to construct the code such that codewords correspond to nodes of the tree. any guess which nodes should we choose? when we select a node the the subtree originated from that node should be deleted to guarantee prefix-free codewords

## Entropy

$\triangleright$ First choose an arbitrary node $v_{1}$ at depth $I_{1}$ as a codeword of length $I_{1}$ and delete the subtree below it

## Entropy

$\triangleright$ First choose an arbitrary node $v_{1}$ at depth $I_{1}$ as a codeword of length $l_{1}$ and delete the subtree below it
$\triangleright$ this deletes $1 / 2^{11}$ fraction of the leaves

## Entropy

$\triangleright$ First choose an arbitrary node $v_{1}$ at depth $l_{1}$ as a codeword of length $I_{1}$ and delete the subtree below it
$\triangleright$ this deletes $1 / 2^{11}$ fraction of the leaves
$\triangleright$ since there are still more leaves left in the tree, there exists a node $v_{2}$ at depth $I_{2}$

## Entropy

$\triangleright$ First choose an arbitrary node $v_{1}$ at depth $I_{1}$ as a codeword of length $l_{1}$ and delete the subtree below it
$\triangleright$ this deletes $1 / 2^{11}$ fraction of the leaves
$\triangleright$ since there are still more leaves left in the tree, there exists a node $v_{2}$ at depth $I_{2}$
$\triangleright$ note that $v_{1}$ cannot be a prefix of $v_{2}$ since $v_{2}$ does not lie in the subtree below $v_{1}$
$\triangleright$ continue the above till $I_{n}$

## Entropy

$\triangleright$ First choose an arbitrary node $v_{1}$ at depth $I_{1}$ as a codeword of length $l_{1}$ and delete the subtree below it
$\triangleright$ this deletes $1 / 2^{11}$ fraction of the leaves
$\triangleright$ since there are still more leaves left in the tree, there exists a node $v_{2}$ at depth $I_{2}$
$\triangleright$ note that $v_{1}$ cannot be a prefix of $v_{2}$ since $v_{2}$ does not lie in the subtree below $v_{1}$
$\triangleright$ continue the above till $I_{n}$
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Now let $Y$ be the rv which takes the value $\frac{1}{p(x) \cdot 2^{|C(x)|}}$ with probability $p(x)$. Then
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Question revisited $-\Sigma=\{0,1\}$. Let $\mathcal{X}=\{a, b, c, d\}$ with $p(a)=1 / 2$, $p(b)=1 / 4, p(c)=1 / 8$ and $p(d)=1 / 8$. How do we design a code for $\mathcal{X}$ such that expected length of the code is minimized?

Answer $a=0, b=10, c=110, d=111$
The Shannon code A prefix-free code for a rv $X$ with at most $H(X)+1$ bits on average can be constructed, known as Shannon code.
For an element $x \in \mathcal{X}$, which occurs with probability $p(x)$, use a codeword of length $\lceil\log (1 / p(x))\rceil$. By Kraft's inequality, such a prefix-free code since

$$
\sum_{x \in \mathcal{X}} \frac{1}{2^{|C(x)|}}=\sum_{x \in \mathcal{X}} \frac{1}{2^{[\log (1 / p(x))]}} \leq \sum_{x \in \mathcal{X}} \frac{1}{2^{\log (1 / p(x))}}=\sum_{x \in \mathcal{X}} p(x)=1
$$

the expected number of bits used is

$$
\sum_{x \in \mathcal{X}} p(x) \cdot\lceil\log (1 / p(x))\rceil \leq \sum_{x \in \mathcal{X}} p(x) \cdot(\log (1 / p(x))+1)=H(X)+1
$$

