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where $\mathbf{u}_{\mathbf{i}}$ is the $i$ th column of $U, \mathbf{v}_{\mathbf{i}}{ }^{\top}$ is the $i$ th row of $V^{\top}$, and $\Sigma$ is a diagonal matrix with $\sigma_{i}$ as the ith entry on its diagonal. $\mathbf{v}_{\mathbf{i}}$ s are called right singular vectors and $\mathbf{u}_{\mathbf{i}} \mathrm{s}$ are called left singular vectors
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Homework $\|A\|_{2}=\sigma_{1}(A)$, called the spectral norm of $A!!$
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## Singular value decomposition

Question Which vector $\mathbf{v}$ gives the maximum value of $\left\|\left(A-A_{k}\right) \mathbf{v}\right\|_{2}$ in the above expression?
Since $\sum_{i=1}^{r} c_{i}^{2}=1$, set $c_{k+1}=1$ and rest of the $c_{i}=0$. This completes the proof
Question What is the conclusion from the above lemma?
Theorem For any matrix $B$ of rank at most $k$,

$$
\left\|A-A_{k}\right\|_{2} \leq\|A-B\|_{2}
$$

Proof Homework!!
Analog of eigenvalues and eigenvectors

$$
A \mathbf{v}_{\mathbf{i}}=\sigma_{i} \mathbf{u}_{\mathbf{i}} \text { and } A^{T} \mathbf{u}_{\mathbf{i}}=\sigma_{i} \mathbf{v}_{\mathbf{i}}
$$

