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where $\epsilon(\mathbf{x})$ can be thought of as a random deviation of the response from its conditional mean at $\mathbf{x}$.
$\triangleright \mathbb{E}[\epsilon(\mathbf{x})]=0$
$\triangleright \operatorname{Var}[\epsilon(\mathbf{x})]=\nu^{2}(\mathbf{x})$ for some function $\nu(\mathbf{x})$
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$$
y=g^{*}(x)+\epsilon(x),:=\underbrace{\beta_{0}+\beta_{1} x+\epsilon(x)}_{\text {regression line }}
$$

It may so happen that $(x, y) \sim \mathcal{N}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ where $\boldsymbol{\mu}=\left(\mu_{x}, \mu_{y}\right)$ and
$\boldsymbol{\Sigma}=\left[\begin{array}{cc}\sigma_{x}^{2} & \rho \sigma_{x} \sigma_{y} \\ \rho \sigma_{x} \sigma_{y} & \sigma_{y}^{2}\end{array}\right]$
Recall Bivariate normal distribution

$$
\begin{aligned}
& f(x, y)= \\
& \frac{1}{2 \pi \sqrt{\left(1-\rho^{2}\right)} \sigma_{x} \sigma_{y}} \times \\
& \exp \left\{-\frac{1}{2\left(1-\rho^{2}\right)}\left[\frac{\left(x-\mu_{x}\right)^{2}}{\sigma_{x}^{2}}-2 \rho \frac{\left(x-\mu_{x}\right)\left(y-\mu_{y}\right)}{\sigma_{x} \sigma_{y}}+\frac{\left(y-\mu_{y}\right)^{2}}{\sigma_{y}^{2}}\right]\right\}
\end{aligned}
$$

where $\sigma_{x}>0, \sigma_{y}>0$, and $|\rho|<1$.
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Thus

$$
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$$
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$\widehat{\boldsymbol{\beta}}$ is called the least squares estimate of $\boldsymbol{\beta}$. However, finding inverse is computationally not stable!!
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## Computing with data

The range of floating point numbers in $F$ is :

$$
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Observation Floating points are not equally spaced. Set $\beta=2, t=3$, $e_{\text {min }}=-1, e_{\text {max }}=3$

