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Review

LDA 2-class classification
— Classes: 1,y and prior probabilities - P(X € M;) =7, i = 1,2
— Conditional probabilities - P(X = x| X € ;) = fi(x),i = 1,2

—> posterior probabilities -

fi(x)m;
f(x)m1 + f(x)m2

p(Mifx) =
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Review

LDA 2-class classification
— Classes: Iy, My and prior probabilities - P(X € ;) = m;, i =1,2
— Conditional probabilities - P(X =x|X € ;) = fi(x),i = 1,2
—> posterior probabilities -

fi(x)mi

p(I'I,|x) = f;l.(x)ﬂ'l + fz(x)ﬂ'g

— Bayes's rule classifier: Assign x to Iy if

pop(Max) L A(x)  m
= o > B T m

and assign x to [, otherwise.
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Review

— Gaussian LDA: fi(x) and f(x) be multivariate Gaussian having
arbitrary mean vectors and a common covariance matrix ¥: (what is
the geometry?)

A(-) ~ Na(pa, ), and f(-) ~ Na(p2, X).

— d-variate Gaussian (Normal) distribution with mean vector p and
positive-definite d X d covariance matrix X is

f(x) = (277)—61/2|z|—1/2e—%(x—u)TZ‘1(x—u)
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Review

— Gaussian LDA: fi(x) and fa(x) be multivariate Gaussian having
arbitrary mean vectors and a common covariance matrix ¥: (what is
the geometry?)

fi(-) ~ Ng(pa, X), and f(-) ~ Ny(p2, X).

— d-variate Gaussian (Normal) distribution with mean vector p and
positive-definite d X d covariance matrix X is

f(x) = (QW)—d/2|z|—1/2e—%(x—u)TZ’1(x—u)

— Classification rule (Gaussian LDA): Assign x to My if L(x) > 0,
otherwise assign x to Iy, where L(x) = log, { fgzgﬂ } = by +b'x,
with

b = T (m— )

1
bo = —5 {u{ T — nIT M} + log (n2/m)
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LDA

Squared Mahalanobis distance The squared Mahalanobis distance between
M1 and 5 is defined as

A% = (g — po) T Ny — o).
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LDA

Squared Mahalanobis distance The squared Mahalanobis distance between
M1 and I, is defined as

A% = (g — po) T Ny — o).

Question What does Mahalanobis distance measure?
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LDA

Squared Mahalanobis distance The squared Mahalanobis distance between
M1 and 5 is defined as

A% = (g — po) T Ny — o).

Question What does Mahalanobis distance measure?

Recall Let X be a random matrix. For the random matrix Y = AXBT + C,
where A, B, C are compatible matrices, E(Y) = AE(X)B” and the
covariance matrix of vec(Y) is Tyy = (A® B)Zxx(A® B)"T
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LDA

Squared Mahalanobis distance The squared Mahalanobis distance between
M1 and 5 is defined as

A% = (g — po) T Ny — o).

Question What does Mahalanobis distance measure?

Recall Let X be a random matrix. For the random matrix Y = AXBT + C,
where A, B, C are compatible matrices, E(Y) = AE(X)B” and the
covariance matrix of vec(Y) is Tyy = (A® B)Zxx(A® B)"T

Set U = b'x, which is a random variable. Then
E(Ux €M) = bTpi=(u—p2) Ty
Var(Ulx €M;) = b Xb= (1 — po) "X X (11 — po)= A%
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LDA

Squared Mahalanobis distance The squared Mahalanobis distance between
M1 and 5 is defined as

A% = (g — po) T Ny — o).

Question What does Mahalanobis distance measure?

Recall Let X be a random matrix. For the random matrix Y = AXBT + C,
where A, B, C are compatible matrices, E(Y) = AE(X)B” and the
covariance matrix of vec(Y) is Tyy = (A® B)Zxx(A® B)"T

Set U = b'x, which is a random variable. Then
E(Ux €M) = bTpi=(u—p2) Ty
Var(Ulx €M;) = b Xb= (1 — po) "X X (11 — po)= A%

Let Ri, Ry be the regions given by the classification rule. Then the total
misclassification probability:

P(X S Rz‘x S |_|1)7T1 + P(X S R1|X € |_|2)7T2
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LDA

Now
P(X S R2|X S |_|1) = P(L(X) < 0|X € ﬂl).
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LDA

Now
P(X S R2|X S |_|1) = P(L(X) < 0|X € I'Il).

Note that L(x) = by + U. (what is the distribution of U?)
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LDA

Now
P(X S R2|X S |_|1) = P(L(X) < 0|X € ﬂl).

Note that L(x) = by + U. (what is the distribution of U?) Also,

,_ U-E(Uxe) N

var(U|x € T1})
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LDA
Now
P(X S R2|X S |_|1) = P(L(X) < 0|X € ﬂl).

Note that L(x) = by + U. (what is the distribution of U?) Also,
7 U-EUx e
var(U|x € T1})

N(0,1)

Then from using the expressions for E(U|x € ;), Var(U|x € IN;), and by
as derived above,

P(L(X) < 0|X S |_|1) = P(U < —b0|X S |_|1)
bo — (1 — p2) Ty
= )

A 1 T
= P(Z<-=—"log, 2

A 1 T
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LDA

Similarly we can obtain

P(x € Rijx € M) = P(L(x) > 0|x € MMy)
A 1 T

A 1 T
— o[22
( 2+A0ge7rl>
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LDA

Similarly we can obtain
P(x € Rijx € M) = P(L(x) > 0|x € MMy)
1 )

A

A 1 T
— o[22
( 2+A0ge7r1>

If M =m = 1/2 then

P(X S R2|X € |_|1) = P(X S R1|X S ”2) = ¢(—A/2)
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LDA

Similarly we can obtain

P(X (S R1|X (S |_|2) = P(L(X) > O‘X € |_|2)
A 1 T

A 1 o
= (-2 1 g, 2
< 2+A0ge7r1>

If 711 = 1 = 1/2 then
P(X S R2|X € |_|1) = P(X S R1|X S ”2) = ¢(—A/2)
Observation Since miscalculation probability depends on A, we can write

the probability of miscalculation as P(A). Plotting the graph for
w1 = mp = 1/2, what is your conclusion?
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LDA

Question How do we implement the method in real data?
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LDA

Question How do we implement the method in real data?

Observations

— Note that p1, p1, X are not known
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LDA

Question How do we implement the method in real data?
Observations
— Note that p1, p1, X are not known

— In general there are 2d + d(d + 2) distinct parameters in p1, pip, X
that can possibly be estimated from learning the data
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LDA

Question How do we implement the method in real data?
Observations
— Note that p1, p1, X are not known

— In general there are 2d + d(d + 2) distinct parameters in p1, pip, X
that can possibly be estimated from learning the data

— Suppose we have a random sample X;;,1 < j < ng, and
X5/, 1 < 1 < np with values x3; and xp/ from [y and [, respectively
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LDA

Question How do we implement the method in real data?
Observations
— Note that p1, p1, X are not known

— In general there are 2d + d(d + 2) distinct parameters in p1, pip, X
that can possibly be estimated from learning the data

— Suppose we have a random sample X;;,1 < j < ng, and
X5/, 1 < 1 < np with values x3; and xp/ from [y and [, respectively

Sampling methods from a population

— Mixture sampling - a sample of n = n; 4+ ny is selected so that n; and
ny are randomly selected
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LDA

Question How do we implement the method in real data?
Observations
— Note that p1, p1, X are not known

— In general there are 2d + d(d + 2) distinct parameters in p1, pip, X
that can possibly be estimated from learning the data

— Suppose we have a random sample X;;,1 < j < ng, and
X5/, 1 < 1 < np with values x3; and xp/ from [y and [, respectively

Sampling methods from a population

— Mixture sampling - a sample of n = n; 4+ ny is selected so that n; and
ny are randomly selected

— Separate sampling - a sample of n; is randomly selected from
Mi,i=1,2and n=n + n
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LDA

Estimation of parameters The ML estimates of u;, i = 1,2 and X are
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LDA

Estimation of parameters The ML estimates of u;, i = 1,2 and X are

_ I A
ni = x;:n—inU,/:1,2and
j=1
T - 15 S—§ S, S — - o M — T
= Y =951+ 92, I_ZI(XU_XI)(XU_XI)
J:
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LDA

Estimation of parameters The ML estimates of u;, i = 1,2 and X are

I
ni = xi:n_,-,z;xij’121’2and
J:

1

n

™M)
I

S, S=S1+S%, Si=) (xj—%)(xj—%)"

j=1

Note that for unbiased estimator of X, we can divide/\S by its degree of
freedom n — 2 = n; + no — 2 rather than n to make X
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LDA

The probabilities 1, > can be chosen based on past experiences or can be
estimated as
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LDA

The probabilities 1, > can be chosen based on past experiences or can be
estimated as

Then L(x) = by + b x, where

B = 271(21 —§2)
~ 1
by = —[ s x1—xTZ X2 +Iog——|oge—

I\)

are ML estimates of b and by respectively.
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LDA

The probabilities 1, > can be chosen based on past experiences or can be
estimated as

m=—,i=12
Then L(x) = by + b7 x, where
B = fil(fl — fg)
- 1 . .
b = -3 [ifz—lil x5 1%, —l—Iogen—nl - Ioge%

are ML estimates of b and by respectively.

Classification rule The classification rule assigns x to Iy if L(x) > 0, and
assigns x to [y otherwise.
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Quadratic Discriminant Analysis

Question How would the classification be affected if the covariance
matrices of the two Gaussian populations are not equal to each other?
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Quadratic Discriminant Analysis

Question How would the classification be affected if the covariance
matrices of the two Gaussian populations are not equal to each other?
Then

log,

f(x) B 1
A~ @l

= a—x (7 B x+ (p{ 0t - pg 2 ),

x— i) TET k- pay) = (x - 1) TER k- o)

where ¢y and ¢; are constants that depend on g, 1y, £1 and 5.
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QDA
Thus the log-likelihood ration has the form of a quadratic function of x :

Q(x) = Bo + B x +x"Qx,

where
| -1
Q = —5(21 -5)
B = X' -,
1 _
Bo = log, ;z I+u1 Tty — X5 s | — loge(ma/m)
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QDA

Thus the log-likelihood ration has the form of a quadratic function of x :
Q(x) = fo + BT x+x Qx,

where

1 -
Q = —5(211_221)

B = X'u -t
||

bo = — [loge o |+u1 Tty — X5ty | — loge(mo /)

Classification rule If Q(x) > 0 assign x to Iy, and assign x to [,
otherwise.

Bibhas Adhikari (Spring 2022-23, IIT Kharag| Big Data Analysis Lecture 16 March 9, 2023 11/11



QDA

Thus the log-likelihood ration has the form of a quadratic function of x :
Q(x) = fo + BT x+x Qx,

where

1 _
Q = —5(211_221)
B = zflul—zz—luz

bo = — [loge ,Z |+u1 Tty — X5ty | — loge(mo /)

Classification rule If Q(x) > 0 assign x to Iy, and assign x to [,
otherwise.

Question How do you implement it in real data?
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